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Abstract

We study synchronization in two neurons using two-dimensional neuronal models coupled through threshold delayed
inhibition, acting for a fixed durationT . We explain the mechanism of synchronization between the two coupled units by
means of phase-plane analysis. Using a piecewise linear approximation, we compute the firing times of two mutually coupled
neurons, which allows a quantitative study of synchronization. The results are in good agreement, both quantitatively and
qualitatively, with the numerical simulations of the full nonlinear coupled system describing the two neurons. We first show
that, with simple inhibition, only phase-lagged synchronization can be achieved except for a particular set ofT -values. We then
show that coincidence synchronization can rapidly be achieved with an improved coupling model which takes into account
the increase of membrane conductance during inhibition. Copyright © 1998 Elsevier Science B.V.
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1. Introduction

Synchronization of coupled oscillators has been studied as long ago as 1665 by Huygens. In spite of the great
amount of work on this subject, it has gained a new interest with its possible application to biological neural networks.

The key role of time delays in biological neuronal networks was previously mentioned by Andersen et al.
[3] to explain the postsynaptic inhibition exerted on hippocampal pyramidal neurons. In a more recent study of
hippocampal slices, Miles et al. [25] reported the observation of monosynaptic EPSPs excitatory postsynaptic
potentials latencies ranging from 2.5 to approximately 8.5 ms. Time delays are also present in other vertebrate
neuronal strutures like the opossum prepyriform cortex [15] or the visual system (see [29] for a comprehensive
review). In the case of invertebrates, time delays are also required to understand neural circuits such as the flight
system of the locust [34] or the sound localization system of the owl [9]. Time delays are due to both finite propagation
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velocities in the conduction of signals between neurons in the neurites [23] and delays in the synaptic transmission
at chemical synapses [20]. Still from a biological point of view, the role of inhibitory neurons has been re-evaluated
[8] (see also [7, Chs. 34 and 35]): the role of inhibition in the cortex is not solely to ensure the stability of neuronal
activity. From a theoretical point of view, time delays may account for a significant percentage of the interspike
interval and hence completely modify network dynamics, as has been shown for phase oscillators [27,35] and for
leaky integrate-and-fire neurons [28]. For both these models [28,40], and also for pulse-coupled oscillators [11],
it has been demonstrated that one should include inhibition to achieve synchronization with biologically plausible
coupling, i.e., with non-instantaneous or delayed interactions.

The aim of the present paper is to get closer to biological neurons in the study of synchronization, compared with
other works. Nevertheless, we still want to keep an analytical control on the results. The phase description for neuron
models, which allows to study synchronization mechanisms in detail even within fully connected networks [18],
will not be used hereafter because it is valid only at weak coupling [17]. Moreover, as pointed out by Somers and
Kopell [36,37] phase-type two-component neuron models have a different behaviour in terms of synchronization
than the same models in a relaxation-type regime. Thus, a two-component model in the relaxation-type regime will
be used. This kind of model incorporates both the effects of cell capacitance and of voltage-dependent membrane
conductances [22,24,30], whereas leaky integrate-and-fire model does not take into account the latter [1]. Besides,
two-component models can be studied in detail by means of phase-plane analysis [32]. Therefore, a neuron will be
regarded as a particular type of oscillator, a Terman–Wang unit [38] in which two variables describe the neuron’s
dynamics, one being potential-like and the other a recovery variable. It has been shown in [38] that this type
of oscillator locally connected through zero-delay excitatory coupling is able to achieve synchronization within
blocks of oscillators which are stimulated by connected regions. However, previous studies [36,38] do not include
the effects of transmission delays. In the present paper, the synchronization between two mutually coupled two-
component neuron models interacting through time-delayed inhibition will be studied, with the motivation that
the understanding of the behaviour of two mutually coupled neurons is, in several cases, the starting point or the
guideline for the study of more complete networks [11,28].

Another important difference from previous studies is that the coupling we consider is a threshold coupling acting
during a fixed duration, and not an instantaneous coupling, as in pulse-coupled oscillators [11], or a coupling acting
only during the spike duration as in [36,38].

In what follows, we shall briefly recall the main properties of the neuron model used in Section 2. In Section 3,
it will be shown that, with a simple delayed inhibition acting only on the potential-like variable, only phase-lagged
synchronization can be achieved except for the case of a particular set of values of the duration of the inhibition. This
will be shown with the help of a piecewise linear model, in the phase space, of the full nonlinear system describing
the neuron. The observed behaviour of the nonlinear system is explained in the framework of the piecewise linear
model. Then, in Section 4, it will be shown, with the same methods, that coincidence synchronization may be
reached rapidly with a more complete coupling taking into account the increase of membrane conductance during
neurophysiological inhibition. Finally, the results will be discussed in Section 5 and compared with those obtained
with other models.

2. Model for a single neuron

Each neuron is described by a set of two nonlinear coupled equations of the form [38]:

v̇ = −v3 + 3v + 2 − u + Iv + Ev, (1)

u̇ = c(γ (1 + tanh(v/β)) − bu), (2)
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Fig. 1.u-nullcline,Ufree, v-nullcline,Vfree, and vector fields for one uninhibited stimulated Terman–Wang unit (thin lines).Lfree and
Rfree (thick lines) are parts ofVfree, together with the two segments at constantu, they represent the “singular limit” trajectory in the
phase plane. The two arrows indicate the direction of motion.C is an unstable fixed point, LK and RK are defined in the text.

v is a potential-like variable andu a recovery-like variable which governs the repolarizing conductance.Iv is the
coupling with the other unit (non-null only during the inhibition duration), andEv is an external stimulation which
will be taken constant. The spiking neuron model described by Eqs. (1) and (2) is a point model. This approximation
is justified when inhibitory coupling is considered because inhibitory synapses are mainly positioned on cell somata
[2,6,14].

Thev-nullclineV ≡ {(v, u) such that ˙v = 0} is a cubic curve while theu-nullclineU ≡ {(v, u) such thaṫu = 0}
is a sigmoid function. We denote byR the right branch ofV andL its left branch. We denote by LK (respectively
RK) the lower knee ofL (respectively the upper knee ofR). In what follows, the parameterc will always be taken
smaller than one in both the analytic approach and the computer simulations. The analytic approach will deal with
“singular solutions”(c → 0), i.e., with the limiting case in which the jumps between branches take place infinitely
fast [13].

The unit will be said stimulated ifEv > 0 and unstimulated forEv < 0. Stimulated non-coupled units are
oscillatory whereas unstimulated units do not oscillate (no action potential is emitted). In the stimulated case, we
denote byRfree the right branch ofVfree andLfree its left branch (see Fig. 1). The knees, or extrema of the cubics,
represent thresholds for jumping to the other branch. Thus each unit in the relaxation regime has an onset threshold
at the local minima and an offset threshold at the local maxima. The orbital trajectory in the phase plane is therefore
composed of one segment onLfree and an adjacent segment onRfree for the slow part of the trajectory bound
together with instantaneous jumps at constantu (see Fig. 1). It may easily be seen, from the shape ofUfree, that the
depolarization duration is much longer than the action potential duration, and that their ratio increases withγ .
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3. A system of two units with inhibitory coupling in the v component

3.1. Threshold coupling with a fixed period

“Threshold coupling” acts on the postsynaptic unit at timet only if the presynaptic potential is above a fixed
threshold at timet − ∆ where∆ is the coupling delay (for non-delayed coupling as considered in [36,38], one
has∆ = 0). With this definition, the coupling duration is equal to the spike duration. This kind of coupling
is based on action potential occurrence, which is known to be essential in order to process information [12,39].
However, it still does not take into account neurophysiological data on the duration of EPSPs and IPSPs which
are known to last longer than the spike (especially with IPSPs) [21]. Hence, these models go one step further than
pulse-coupled models but can still be improved in managing the effects of the coupling period on the postsynaptic
neuron.

In the present model, the same definition will be used for the coupling onset which occurs at threshold, but the
coupling duration,T , will be allowed to differ from the spike duration. We shall limit our study to the case where the
coupling delay,∆, is smaller than the interspike intervals of the stimulated unit and where the postsynaptic neuron
receives a single action potential from the presynaptic neuron during an interspike interval.

In biological spiking processes, the action potential amplitude and duration do not depend on the coupling.
Therefore, in order to keep biological relevance, the interaction between units should not modify the spike amplitude
and duration which is possible (see [38, Fig. 10]) with two variables relaxation type neuron model using non-
conditional coupling in the postsynaptic unit. Thus the interaction does not act during the spiking process, which
excludes the phase-space region corresponding to fast evolutions and portions ofR of postsynaptic dynamics.

We shall assume in this section that the inhibition makesIv negative in Eq. (1) only throughout its duration.
This termIv corresponds to the usual hyperpolarizing current present during inhibition in leaky integrate-and-fire
models. In the phase-space, theu-nullcline is the same with or without inhibition, i.e.,Ufree, and only thev-nullcline
is modified. This latter is just translated downward as long as inhibition is active, it will be denoted byVinhib (see
Fig. 2). As in Section 2,Linhib will be defined as the left branch ofVinhib.

With this coupling acting only on variablev, the point representing the receiving unit is always aboveUfree when
it gets inhibition. Its trajectory in phase-space is then the following: before inhibition it moves alongLfree, then,
during a relatively short period, it moves fromLfree toLinhib.

This results from the existence of two different timescales in the system defined by Eqs. (1) and (2). There is a
factorc between them and, sincec � 1 (in most of our simulationsc = 0.04)|(du/dt)/(dv/dt)| ' 0 except on the
v-nullcline. Therefore, the trajectory between the twov-nullclines roughly follows a line of constantu. The situation
is of the same type as the one encountered at spike onset where the starting point in phase-space is unstable and the
trajectory follows a line of constantu to join the curve corresponding with the associated limit solution [13] (in our
case, this curve isLinhib and, in [13], it isRfree). When the unit’s position is onLinhib, it moves toward the stable
fixed pointS′ corresponding to the intersection ofLinhib andUfree. This stable fixed point exists because: (i) with
the considered inhibition,Vinhib is just translated downward compared toVfree, and (ii) the inhibition intensity was
chosen such as to ensure the existence of the intersection ofLinhib andUfree.

Since, onLinhib, u is a monotically decreasing function ofv, and sinceS′ is below the knee ofLfree, S′ is below
any point which could be reached by a transient trajectory between the twov-nullclines (see Fig. 2). When inhibition
is removed, the system is again described by Eqs. (1) and (2) withIv = 0. The unit rejoinsLfree or it emits a spike,
according to its position in phase space at the time the inhibition is removed.

To advance or delay the emission of an action-potential in an absolute way is not the way synchronization can
be achieved. One should rather reduce the absolute time interval between the spikes of the two units. Hence, the
lag induced by the coupling should depend on the position of the postsynaptic unit in the phase plane: the nearer to
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Fig. 2. Phase plane. For an uninhibited unit: thev-nullcline isVfree and theu-nullcline isUfree. For thev-only inhibitory coupling: the
v-nullcline isVinhib (thick line), theu-nullcline is justUfree (dashed line), andS′ is the associated stable fixed point. For theu–v coupling:
thev-nullcline isVinhib (thick line), theu-nullcline isUinhib (thick line), andS is the associated stable fixed point.

spiking the unit is, the longer the induced lag must be. If the lag is independent of the location in the phase plane
of the postsynaptic neuron, the two units will not reach impulse synchrony.

Let us estimate the effect of delayed inhibition in this model neglecting the transient periods corresponding to
the fast transitions from onev-nullcline to another. The inhibition duration is fixed and we call itT . We have three
cases to study:

(i) No unit reaches the stable fixed point of the inhibited system during the inhibition durationT , i.e., both units
will rejoin Lfree before spiking:
During T , the unit is described by Eqs. (1) and (2) withIv < 0 and hence it evolves onLinhib. The same
thing occurs for the others unit when it receives inhibition during the same durationT (but not at the same
moment). SinceIv is independent of postsynaptic unit position in phase plane, the two units evolve during
T according to the same equations. The dynamics onLinhib is then controlled by theu-equation (2) where
the termcγ (1 + tanh(v/β)) is negligible. Therefore, while both units rejoinLfree, inhibition modifiedv time
course duringT but at the end of the inhibitionv recovers the value it would have without inhibition. Thus,
in this case the effect of inhibitory onlyv-coupling is null in terms of impulse synchronization: the coupling
freezes the spiking times interval of the two units leading to phase-lagged synchronization (see Fig. 3).

(ii) Only the leading unit reaches the stable fixed pointS′, consequently this unit will emit a spike as soon as
inhibition will be released and the lagged one will rejoinLfree (which implies that it will spike later):
The second unit is not delayed by the inhibition process as in the previous case, while the leading unit is
delayed. This will reduce the time gap between the two units. In this case, thev-only coupling is synchronizing
(see Fig. 3). We shall quantify this effect on the next section with a piecewise linear approximation of the full
nonlinear system.



152 G. Renversez / Physica D 114 (1998) 147–171

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

0 500 1000 1500 2000 2500

v

t (arbitrary unit)

v of unit 1
v of unit 2

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0 500 1000 1500 2000 2500

u

t (arbitrary unit)

u of unit 1
u of unit 2

(a)v versus time (b)u versus time

Fig. 3. Example of a phase-lagged synchronization in two units with inbibitory delayed coupling inv. The first interaction corresponds
to the case (ii) and the following ones to the case (i) (c = 0.04,γ = 3.0, b = 0.25,β = 0.1, Ev = 0.1, Iv = −2.2, T = 150,∆ = 200).

Fig. 4. Example of order reversals in two units with inbibitory delayed coupling inv. The successive interactions correspond to the case
(iii) ( c = 0.04,γ = 3.0, b = 0.25,β = 0.1, Ev = 0.1, Iv = −3.5, T = 150,∆ = 350.)

(iii) Both units reach the stable fixed point during the inhibition duration, consequently both units will emit a spike
as soon as inhibition is released:
The lagged unit will receive inhibition from the leading unit and will be locked at the stable fixed point at
least during a certain period. As already stated, this unit will emit a spike as soon as inhibition is released. On
the other hand, inhibition on the leading unit will be released later since the coupling comes from the lagged
unit, thus the latter is now the leading unit. We have here a spiking order reversal. As coupling terms will
be the same as before and as they will act relatively at the same location in phase space, the units’ roles will
just be interchanged (see Fig. 4). In this case, we can prove the order reversal and we can compute easily the
successive interspike intervals.

Let t1 be the first spike time of unit 1,t2 the first spike time of unit 2 witht1 < t2, and∆ the coupling delay. At
t = t1 + ∆ unit 2 is inhibited and att = t2 + ∆ unit 1 is inhibited. Both units fire when their inhibition is released.
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Thus, we have, fort ′2 and fort ′1, the second firing times of each unit:

t ′1 = t2 + ∆ + T and t ′2 = t1 + ∆ + T . (3)

Sincet1 < t2, t ′1 > t ′2. The unit 2 is now the leading unit and the units’ roles are just interchanged. Order reversal will
occur again at next firing. Let us note byP+ andP− the two successive interspike intervals and define1t = t2 − t1,
then one has

P+ = ∆ + T + 1t and P− = ∆ + T − 1t. (4)

3.2. Piecewise linear model in the phase plane

In order to get further analytical insights into synchronization mechanisms, we shall define, in the phase plane, a
piecewise linear model of the system defined by Eqs. (1) and (2). In [33], Rinzel and Keller used a similar approach
for the Fitzhugh–Nagumo model, but without considering any coupling. Let us first explain how we build each
linear part of this model, which is only valid during the repolarization period. We want to linearize thev-terms
on the r.h.s. of Eq. (1), let us definef (v) as equal to−v3 + 3v + 2. Let us choose a pointQ(UQ, VQ) such as
VQ ∈ [−2, −1], and since we only consider the repolarization period, we take the tangent atQ to f (v). We denote
its slope byk = f ′(VQ) and byl the value off (VQ). In the case of theu-nullcline, we can neglect the factor
cγ (1+ tanh(v/β)) since it is nearly equal to zero all along thev-interval corresponding to the repolarization region,
the main term being−cbu. Thus, one gets

v̇ = k(v − VQ) + l − u + Iv + Ev, (5)

u̇ = −cbu. (6)

Let us now defineVth as the threshold potential for action potential emission which is such ask(Vth − VQ) + l = 0
and corresponds to the point LK in the “free” nonlinear system. We shall limit our study to the case where−Iv > Ev

so as to ensure the existence of a fixed pointS′ with Vs′ < Vth during inhibition duration. We can rewrite the above
system using linear matrix formalism since now it is piecewise linear:

du(t)

dt
= Mu (t) + a, whereu(t) = (u(t) v(t))t, (7)

M =
(−bc 0

−1 k

)
, (8)

a =




ai =
(

0
−kVQ + l + Iv + Ev

)
if the system is “inhibited”,

af =
(

0
−kVQ + l + Ev

)
if the system is “free”.

(9)

We shall now compute the time interval between spikes in each unit after an interaction according to the one before,
when no spike is suppressed. By interaction, we mean that both units receive the inhibitory coupling from the other.
Thus there are the following three steps between the two spikes of a same unit:

(i) Suppose that att = t1, unit 1 emits a spike and that att = t2, unit 2 emits a spike, witht2 − t1 = 1t > 0. At
t = t1 + ∆, unit 2 receives the coupling from unit 1 (where∆ is defined as previously as the coupling delay).
Thus, in the time interval [t2, t1 +∆], unit 2 is described by the “free” system, while in the interval [t1, t2 +∆],
unit 1 is described by the “free” system.
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Fig. 5. Time before spiking,1t1, after release from inhibition for unit 1 in the piecewise linear model plotted against inhibition periodT

and time interval1t between the spikes of the two units(∆ = 165,Ev = 0.15,Iv = −3.5, b andc are the same as in Fig. 3).

(ii) At t = t1 + ∆, the inhibition begins for unit 2; it will end att = t1 + ∆ + T (whereT is defined as previously
as the inhibition duration). Thus, during this interval [t1 + ∆, t1 + ∆ + T ], unit 2 is described by the inhibited
system, and similarly, during the interval [t2 + ∆, t2 + ∆ + T ], unit 1 is described by the inhibited system.

(iii) At t = t1 + ∆ + T , the inhibition for unit 2 ends. We denote by1t2, the time then required by unit 2
to reach the spiking thresholdVth (seeing that the inhibited system cannot spike). Thus, during the interval
[t1 + ∆ + T , t1 + ∆ + T + 1t2], unit 2 is described by the “free” system. Similarly, denoting by1t1, the time
required by unit 1 after the inhibition end to reach the spiking threshold, during [t2+∆+T , t2+∆+T +1t1],
unit 1 is described by the “free” system.

Let us denote byt ′1 andt ′2 the respective firing times of the two units. We can define a synchronization rate,σs,
as the ratio between the successive differences of the two units spiking times:

σs = t ′2 − t ′1
t2 − t1

. (10)

Then, sincet ′1 = 1t1 + ∆ + T + t2, t
′
2 = 1t2 + ∆ + T + t1, and1t ′ = t ′2 − t ′1 = (1t2 − 1t1) − 1t , one gets

σs = 1t ′

1t
= 1t2 − 1t1

1t
− 1. (11)

The detailed calculations and the expressions used to compute1t1 and1t2 are given in Appendix A.1. The results
are shown in Fig. 5 for1t1, in Fig. 6 for1t2, and in Fig. 7 forσs.

The plateau associated with1t1 in Fig. 5 corresponds to the freezing of unit 1 inS′, i.e., in this case the action-
potential is fired as soon as the inhibition is removed. In a similar way, the plateau associated with1t2 in Fig. 6
corresponds to the freezing of the unit 2 inS′. The combination of these two situations gives the case (iii) of
Section 3.1. There is an order reversal of the spike times without any decrease of the absolute value of the time
intervals between the action potentials of the two units (see, in Fig. 7, the region whereσs is equal to−1).

The varying part of1t1 in Fig. 5 corresponds to the situation where unit 1 does not reachS′ during inhibition. In
a similar way, for unit 2, the varying part of1t2 in Fig. 6 corresponds to the situation where unit 2 does not reach
S′ during inhibition. The combination of both these situations gives the case (i) of Section 3.1. There is a freezing
of the spiking times interval of the two units (see, in Fig. 7, the corresponding region whereσs is equal to 1).

In Fig. 7, the synchronization rate is plotted versus inhibition duration,T , and time interval between the spikes of
the two units,1t . For small1t in Fig. 7, the transition from 1 to−1 regions is very steep. A fixed system evolutes
at constant∆, therefore except for the rare case where it finaly falls into the transition region, an initial situation
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corresponding to the case (ii) leads in a few steps to either the case (i)(σs = 1) or the case (iii)(σs = −1) of
Section 3.1. This is exactly what is shown in Fig. 3.

It must be noted that the position of the region where the coupling is synchronizing depends on the value of external
stimulationEv, so that a coincidence synchronization occurring for a fixed value ofEv cannot be warranted to hold
for another value ofEv.

In Fig. 8, one may see that the results obtained from the piecewise linear approximation of the full nonlinear
system rather agree, both qualitatively and quantitatively, with those obtained numerically from the full model. The
agreement is better than 10%. The discrepancy comes from the nonlinear terms which are neglected in the piecewise
linear model.

In order to be more biologically relevant, we now take into account the linear dependency on postsynaptic potential
in the coupling term [16]. We takeIv = (v − Vrev)Rv, whereVrev is similar to a Nernst potential associated with
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b andc are the same as in Fig. 3).

ions responsible for inhibition. By means of the same kind of calculus as the ones used for a constant coupling
(see Appendix A.2), we can compute the synchronization rateσs. The results are similar to those obtained from the
constant coupling on variablev as one can see in Fig. 9.

The synchronization rate as a function of the coupling strengthRv (respectively of the reversal potentialVs) is
plotted in Fig. 10 (respectively in Fig. 11). For these two figures, the synchronization rate is small since we choose
∆ andT values so as to avoid parameter values whereσs is equal to±1. In Fig. 12, the synchronization rate is
shown as a function of the coupling delay∆. The same behaviour occurs with the constantv-only coupling. This
change of the slope ofσs corresponds to the limit case where the first unit reaches the stable fixed pointS′. The
∆limit corresponding to this situation is approximated in Appendix A.1.
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Fig. 11. Synchronization rateσs for the piecewise linear model, for av-only coupling with a linear dependency on postsynaptic potential,
plotted against reversal potentialVrev. (∆ = 200,T = 190,1t = 64,Ev = 0.1, Rv = −2.0, b andc are the same as in Fig. 3).
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Fig. 12. Synchronization rateσs for the piecewise linear model, for av-only coupling with a linear dependency on postsynaptic potential,
plotted against coupling delay∆ (T = 185,1t = 64,Ev = 0.1, Rv = −2.0, Vrev = −2.3, b andc are the same as in Fig. 3).
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4. A system of two units: A more complete inhibitory-type coupling

4.1. Description of the new coupling and its neurophysiological justification

Synapses on neuronal cell bodies are often inhibitory [5,20] which maximizes their effect [2]. Inhibition may
result at least in two processes [16,21]. Firstly, an IPSP can hyperpolarize the membrane potential and can move
it further away from threshold. Secondly, the inhibition induces an increase of the membrane conductance through
the increase of the membrane permeability to Cl− (or K+), which stabilizes the membrane potential nearECl− (or
EK+ ), reducing the amplitude of concomitant EPSPs.

Let us assume that a model neuron can emit action potentials with only two kinds of ionic channels such
as Na+ and K+ in the Hodgkin–Huxley model [19], or Ca2+ and K+ in the model of Morris and Lecar [26].
We wish to take into account at least qualitatively the membrane conductance rise due to K+ during inhibition.
We first recall some observations on the timescales of ionic channel dynamics in the above two models. In the
model of Morris and Lecar, K+ channel dynamics are much slower than those of Ca2+. It is this property that
allows to obtain from the full system of three coupled nonlinear equations the well-known reduced system where
the Ca2+ conductance is taken equal to its steady state value, depending only on the potential. In the Hodgkin–
Huxley model, dimensional reduction schemes [1,22] are based, among other things, on the fact that the timescales
of the ionic channels for Na+ and K+ are quite different. Thus instead of modifying the membrane conduc-
tance associated with ionic channels to ensure hyperpolarization in the current equation (i.e., thev-equation) by
means of an instantaneous change of this membrane conductance we shall modify this dynamical equation. This
is the Ṅ equation in the model of Morris and Lecar and theṅ equation in the Hodgkin–Huxley model. In or-
der not to add a further equation to our model (although this can be done), and to keep the usefulness of plane
analysis, we keep the usualIv and we just add a constant positive termIu on the RHS of Eq. (2). Thus, we
obtain

v̇ = −v3 + 3v + 2 − u + Iv + Ev, (12)

u̇ = c(γ (1 + tanh(v/β)) − bu + Iu). (13)

Sinceu is the recovery variable, au-increase corresponds to an increase of the membrane conductances linked to
hyperpolarizing ionic channels or to a decrease of membrane conductances linked to depolarizing ionic channels.
A description of this effect can be found for the Hodgkin–Huxley model in [4, Appendix]: “an increase inn cor-
responds to an increase in the fraction of open potassium channels, and hence an increase in outward current”,
and in the same way, an increase in 1− h corresponds also to an increase of outward current. Therefore, the new
positive termIu will mimic the increase of the membrane conductances linked to hyperpolarizing channels during
the inhibition duration (Iv andIu are different from zero only during inhibition period, see Fig. 13). For instance,
if we assume that the inhibition, in our neuron model, is mediated through ligand-gated channels like the inhibitory
GABAA [16], then we shall consider that theu-increase due to the coupling termIu is linked to an increase of the
fraction of open ligand-gated channels.

Our coupling model acting on bothv and u variables is only an approximation firstly because our neuron
model is described by only two equations, and secondly because the hyperpolarizing conductance rise will last
as long as the inhibition duration. This may be true for inhibition durations less than or equal to the hyperpo-
larizing channels’ time constant, but it would be incorrect for longer inhibition. In that case, we should describe
inhibition at the hyperpolarizing channels level with a more complex dynamics like the kinetic model description
[10].
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Fig. 13. Example of an impulse synchronization, through order reversal, in two units mutually coupled with inbibitory delayed coupling
in v andu (Ev = 0.1, Iv = −2.2, Iu = 0.5, T = 75,∆ = 200,b, c, γ , andβ are the same as in Fig. 3).

4.2. The synchronization mechanism

With our more complete coupling, synchronization is reached by order reversal (for most parameters values)
(see Fig. 13). The coupling delays the spiking and, as it is required by impulse synchronization, the absolute time
between the firing of the two units is reduced.

In the phase plane, with this coupling, we observe that theu-nullcline is now translated upward (it will be denoted
byUinhib) and thev-nullcline is translated downward (as in the previous section it will be denoted byVinhib). Thus,
with this coupling, the rest pointS is translated upward inu compared toS′ which is (see above) the rest point with
thev-only coupling. Therefore, the situation is more complicated than withv-only coupling becauseS is no longer
below all the possible points reachable by the transient trajectories betweenVfree andVinhib (see Fig. 2).

As we again work in the singular limit solutions, we neglect the transient periods where the units move from
one set of nullclines to another. From the moment thatIu value is sufficient to translateS above the knee LK of
the “free” system we have two kinds of possible trajectories in the phase plane for a postsynaptic unit receiving
inhibition.
(i) The unit will reachLinhib aboveS.

(a) It followsLinhib downward without reachingS during inhibition duration. At the end of the inhibitionv
nearly recovers the value it would have without inhibition. Thus, in this case, the induced delay is weak
compared to the inhibition period.

(b) It followsLinhib downward and reachesS before the inhibition ends. In this case, the induced delay is equal
to T minus the time spent to reachS.

(ii) The unit will reachLinhib belowS.
(a) It followsLinhib upward without reachingS during inhibition duration. When the inhibition is released, the

unit will rejoin Lfree. Thus the induced delay, in comparison with a “free” unit, is equal toT plus the time
needed by the unit to rejoin its initial position inLfree. Therefore, the delay is greater than the inhibition
duration.

(b) It followsLinhib upward and reachesS before the inhibition ends. When the inhibition ceases, the unit will
rejoinLfree. Thus, the delay, in comparison with a “free” unit, is equal toT minus the time spent to reach
S, plus the time needed to return to its initial position.
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Fig. 14. Synchronization rateσs for the piecewise linear model plotted versus inhibition period and time interval between the spikes of
the two units (∆ = 200,Ev = 0.1, Iu = 0.4, b andc are the same as in Fig. 13).

For these different cases, the effect of inhibition on the postsynaptic unit strongly depends on its position in the
phase space and ensures that the more advanced unit will be more delayed than the lagged one. We shall compute
the magnitude of this effect in the piecewise linear model.

4.3. Piecewise linear model

We shall use the piecewise linear model with the new coupling term which acts only during the duration of the
inhibition. Then, one gets

a =




ai =
(

cIu

−kVQ + l + Iv + Ev

)
if the system is “inhibited”,

af =
(

0
−kVQ + l + Ev

)
if the system is “free”.

(14)

In order to ensure that the fixed pointS is such thatVs < Vth we shall only consider the case where−Iv +Iu/b > Ev,
i.e.,−Iv > Ev given thatIu > 0. The detailed calculations are done in Appendix B.1. One gets

σs = 1

λ11t
ln

(
J + u0 exp(λ1(1t + T + ∆))

J + u0 exp(λ1(−1t + T + ∆))

)
− 1, (15)

whereJ = (Iu/b)(1 − exp(λ1T )).
Thus we obtain an analytical solution for the synchronization rate,σs, which is seen to depend only onIu and not

onIv. The dependence onIv has been removed on the RHS of Eq. (B.6) consequently to the approximations used in
deriving Eqs. (B.3) and (B.4). We can see that the effect of synchronization is reduced for a longer period of inhibition
and a longer coupling delay (see Fig. 14). The dependency ofσs on the coupling strength is shown in Fig. 15.

The results are in very good agreement (see Fig. 16) with the numerical simulations of the full system defined
by Eqs. (12) and (13). The agreement is better than 3.5%. We note that the absolute value of the synchronization
rate is smaller in the full system than in the piecewise linear one, which corresponds to a faster synchronization.
This holds for all the initial conditions which we have tried. Heuristically, this can be understood because the
postsynaptic position dependency is stronger in the full system than in the piecewise linear one, thus improving the
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Fig. 15. Synchronization rateσs for the piecewise linear model versus the coupling strengthIu and the spike time intervals1t of the two
units (∆ = 200,T = 200,Ev = 0.10,b andc are the same as in Fig. 13).

Fig. 16. Comparison between the synchronization rate,σs, obtained from the numerical results (dots) of two neurons, withu–v in-
hibitory-type coupling, with the one obtained from analytical results (dashed line) with the piecewise linear model. The minus sign
corresponds to a reversal in the order of spiking times (T = 150,∆ = 200,Iu = 0.5, Iv = −2.0, Ev = 0.1, b andc are the same as in
Fig. 13).

synchronization. The effects of the nonlinear dependency onv of the RHS of Eq. (12) are particularly important
when the time interval between the spikes of the two units is small compared to the repolarization period.

The accuracy of the analytical results is better in this section than in Section 3. This might result from the existence,
in thev-only coupling, of two relevant timescales in the nonlinear system (see Eq. (A.15)) whereas it is not the case
with the more complete coupling acting in bothu andv.

We can also calculate the synchronization rate when one considers coupling terms with a linear dependency on
postsynaptic potential (the detailed calculus is done in Appendix B.2). The results are shown in Figs. 17–19. The
behaviour ofσs as a function of the time interval between the spikes of the two units is similar to the one obtained
from the constantu–v coupling. The synchronization rate as a function of the coupling delay∆ is shown in Fig. 20.
Its behaviour is qualitatively the same for the constantu–v coupling. It is worth noting that, for a fixed value of the
delay, the synchronization rate can be made small by means of a suitable choice of other coupling parameters.
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Fig. 17. Synchronization rateσs for the piecewise linear model, for au–v coupling with a linear dependency on postsynaptic potential,
plotted against inhibition periodT and time interval1t between the spikes of the two units (∆ = 200,Ev = 0.1,Ru = 0.4,Rv = −2.5,
Vs = −1.75,b andc are the same as in Fig. 13).

Fig. 18. Synchronization rateσs for the piecewise linear model, for au–v coupling with a linear dependency on postsynaptic potential,
plotted against coupling strength onv-variableRv and coupling strength onu-variableRu (∆ = 150,T = 200,1t = 75, Ev = 0.1,
Vrev = −1.75,b andc are the same as in Fig. 13).

5. Summary and discussion

We have shown that neural oscillators can rapidly reach impulse synchronization through a time-delayed coupling,
with non-vanishing duration, by considering a more realistic inhibitory coupling than the one acting only on variable
v. With this v-coupling, we have shown that impulse synchronization can be reached only for a small particular
interval of values of the duration of the inhibition. Besides, the position of this interval depends on the values of the
external stimulation. This coupling only describes current injection in the soma associated with inhibition whereas
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Fig. 19. Synchronization rateσs for the piecewise linear model, for au–v coupling with a linear dependency on postsynaptic potential,
plotted against coupling strength onv-variableRv and reversal potentialVrev (∆ = 150,T = 200,1t = 75,Ev = 0.1, Ru = 0.4, b and
c are the same as in Fig. 13).

Fig. 20. Synchronization rateσs for the piecewise linear model, for au–v coupling with a linear dependency on postsynaptic potential,
plotted against time delay∆ for three sets of parameters:Ru = 0.2, Rv = −2.0, Vrev = −1.6 (solid line),Ru = 0.4, Rv = −3.0,
Vrev = −1.6 (dotted line), andRu = 0.4, Rv = −3.0, Vrev = −2.2 (dashed line) (For both curvesT = 200,1t = 75,Ev = 0.1, b and
c are the same as in Fig. 13).

theu−v coupling we propose takes also into account the increase in membrane conductance produced by inhibition.
We analyse this approximately by means of a phase-plane analysis. A more accurate study of this effect is possible
if one works with a true conductance-based model neuron and not with a two-dimensional model; the building of
a piecewise linear model allows however analytical insights. In the case of theu–v coupling, we give an analytical
expression for the synchronization rate. For thev-only coupling, we give only local analytical approximations of the
synchronization rate (see Appendix A.1) but we obtain a global numerical solution. Our approach may be extended
to other two-component neuronal models, if two different timescales are present, and if the nullclines may be, at
least, approximately piecewise linearized.
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For both inhibitory couplings, the trajectories of each unit in the two-dimensional phase-plane are strongly
modified, during the inhibition, compared to the trajectories of a “free” unit. When one of the two units reaches
a stable fixed point, we cannot consider that the coupling has induced only a perturbation of the limit-cycle of
the uninhibited system, especially when the unit goes upward in the phase plane, alongLinhib, towardsS, where it
remains until the inhibition is removed. This remark agrees with that of Somers and Kopell [36,37] about the different
behaviour of phase-type two-component neuron models compared with the same models in a relaxation-type regime.

To study the dependence of the synchronization on the coupling strength, we must distinguish between the two
kinds of inhibition. For thev-only inhibition, the synchronization rate does not depend onIv or depends only slightly
on it according to the detailed cases described in Section 3.1. In the piecewise linear model with a constant coupling,
this can easily be understood if we remember firstly that the stable fixed pointS′ is below all the possible points
reachable by the transient trajectories between thev-nullcline of the “free” system and the one of the inhibited
system, and, secondly that the slopek of the linearizedv-nullcline is constant whatever the coupling strength.
When the coupling term depends linearly on postsynaptic potential the slope of the linearizedv-nullcline is weakly
changed during inhibition duration. Consequently, the synchronization rate dependency on the coupling strength is
weakly increased. On the other hand, with the inhibition acting both onu andv, Eq. (15) leads to a synchronization
rate which strongly depends on the coupling strength (see Fig. 15). This result can be easily understood, since in
this case the position of the stable fixed pointS strongly depends onIu.

For thev-only coupling, the results on synchronization are quite different from the ones obtained for the leaky
integrate-and-fire model (LIF) where the coincidence synchronization can be reached from a wider range of initial
conditions and durations of inhibition [28]. This discrepancy comes form the fact that in the LIF model, time
dependent conductances are neglected whereas they are included in the two-component neuronal model used herein.

At the end of their paper [36], Somers and Kopell note that “if the coupling has another form (e.g., electrical) or
delays are significant, the conclusions of the analysis and the simulations may not hold”. One has to remind this
warning when one compares their results and the results of Terman and Wang with those obtained in our study. With
the two-component dynamical neuron model we use, instantaneous excitatory coupling lead to synchronization of
two mutually coupled oscillators [36, Theorem] and the role of the global inhibition introduced by Terman and
Wang [38] is to desynchronize two oscillators without direct excitatory coupling whereas our delayed inhibitory
coupling leads to synchronization. It is worth noting that the synchronization mechanisms acting herein are different
from the fast threshold modulation (FTM) first described in [36] for an instantaneous excitatory coupling since the
ratio of the rates of change ofu before and after the jump fromLfree toRfree does not play any part whereas it is a
“key notion” in FTM. Herein the key point is the existence and the position of the rest points. With the couplings
we use, we have not to consider the right branches of thev-nullclines to study synchronization. Therefore, as
already mentionned in Section 3, no amplitude effect induced by the coupling is present on the spiking process
whereas the FTM mechanism leads to a “solution with lower frequency and higher amplitude” [36]. In [36, Fig. 4], a
piecewise linear approximation of thev-nullclines is sketched to show that, in this case, the FTM does not guarantee
synchrony, on the contrary we have shown that synchrony can be reached in a piecewise linear approximation of
the two-component dynamical neuron model used herein if we consider the delayed inhibitory coupling described
in Section 4. Consequently, it is not possible to use the piecewise linear approximation to get an explicit analytical
formula for the synchronization rate in the case of the FTM.

In the present paper, inhibition duration is one of the key parameters of synchronization through mutual delayed
inhibition. This result agrees with the experimental results obtained by Whittington and his colleagues [41]. They
show that the frequency of the inhibitory neuronal network oscillations is a function of IPSP kinetics in individual
inhibitory interneurons. Inhibition duration is often neglected in other studies, either because it vanishes, as in
pulse-coupled models [11] or in phase models [35], or because the main parameter is the coupling delay [28]. A
functional role can be found in a globally coupled inhibitory network. As has been proposed in [8], networks of
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inhibitory interneurons “can provide a clock signal for the timing of action potentials of cortical principal cells”,
but in order to do so, the “multistable clusters synchronized in common phases” found by Ernst and his colleagues
[11] in a globally pulse-coupled network of inhibitory integrate-and-fire neurons with time-delayed coupling should
be avoided. We believe that this is possible, even for small temporal delay (compared to the averaged interspike
interval), with the neuronal model and the inhibitory coupling we use herein.

In future work we shall investigate this aspect within the framework of the present model as well as effects of
the noise in the delays and in the neuronal dynamics. Furthermore, we shall investigate another functional role
in rapid pattern segmentation [38] through the temporal labelling of each stimulus within a locally connected
two-dimensional network. Preliminary results are described in [32].
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Appendix A. Calculation of the synchronization rate in the piecewise linear model for a coupling on thev
component

A.1. Constant coupling

We start from Eq. (8). Since det(M ) = −bck and Tr(M ) = k −bc, one can computeM−1 and diagonalizeM by
means of the transformationD = C−1MC , whereD is equal to diag(λ1 λ2). Keeping only leading order terms,
with λ1 = −bc andλ2 = k, we obtain

M−1 = 1

λ1λ2

(
λ2 0
1 λ1

)
, (A.1)

C =
(

1 0
(λ2 − λ1)

−1 1

)
, (A.2)

C−1 =
(

1 0
−(λ2 − λ1)

−1 1

)
. (A.3)

The solution Eq. (7), with initial valueu(0) = (
u0
v0

)
, is easily found:

u(t) = −M−1a + C exp(Dt)C−1(u(0) + M−1a). (A.4)

Using matrix formalism, withu1(t1) = u2(t2) = u(0), we get:

u1(t2 + ∆) = −M−1af + C exp(D(t2 + ∆ − t1))C−1(u1(t1) + M−1af ). (A.5)

u2(t1 + ∆) = −M−1af + C exp(D(t1 + 1 − t2))C−1(u2(t2) + M−1af ). (A.6)

u1(t2 + ∆ + T ) = −M−1ai + C exp(DT )C−1(u1(t2 + ∆) + M−1ai). (A.7)

u2(t2 + ∆ + T ) = −M−1ai + C exp(DT )C−1(u2(t1 + ∆) + M−1ai). (A.8)

u1(t2 + ∆ + T + 1t1) = −M−1af + C exp(D(1t1))C−1(u1(t2 + ∆ + T ) + M−1af ). (A.9)

u2(t1 + ∆ + T + 1t2) = −M−1af + C exp(D(1t2))C−1(u2(t1 + ∆ + T ) + M−1af ). (A.10)
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After substitutions and simplifications:

u1(t2 + ∆ + T + 1t1) = −M−1af + C exp(D(1t1))C−1M−1(af − ai)

+ C exp(D(1t1 + T + ∆ + 1t))C−1(u(0) + M−1af )

− C exp(D(1t1 + T ))C−1M−1(af − ai). (A.11)

u2(t1 + ∆ + T + 1t2) = −M−1af + C exp(D(1t2))C−1M−1(af − ai)

+ C exp(D(1t2 + T + ∆ − 1t))C−1(u(0) + M−1af )

− C exp(D(1t2 + T ))C−1M−1(af − ai). (A.12)

(We can easily check that, forT = 0, we get the expected results.) We now have to evaluate the RHS of Eqs. (A.11)
and (A.12). We have from Eq. (9):

M−1af = 1

k

(
0

−kVQ + l + Ev

)
, (A.13)

M−1(af − ai) =
(

0
−Iv/k

)
. (A.14)

The first components of the vectors defined by Eqs. (A.13) and (A.14) vanish. Therefore, the terms in exp(λ2t) must
be kept, even if exp(λ2t) � exp(λ1t) (recall thatλ1 andλ2 < 0 andλ1/λ2 = −bc/k � 1). Thus, we get

C exp(Dt)C−1 =
(

exp(λ1t) 0
(exp(λ1t) − exp(λ2t))/(λ2 − λ1) exp(λ2t)

)
. (A.15)

We can compute1t1 from Eq. (A.11) using the threshold condition onv for unit 1, i.e.,v1(t2+∆+T +1t1) = Vth.
Sincek(Vth − VQ) + l = 0, we get

Ev = −Iv exp(λ21t1)(1 − exp(λ2T )) −
(

λ1

λ2 − λ1

)
u0 exp(λ2(1t1 + T + ∆ + 1t))

+
(

λ2

λ2 − λ1

)
u0 exp(λ1(1t1 + T + ∆ + 1t)). (A.16)

Using a similar equation for unit 2, we can compute1t2 from Eq. (A.12):

Ev = −Iv exp(λ21t2)(1 − exp(λ2T )) −
(

λ1

λ2 − λ1

)
u0 exp(λ2(1t2 + T + ∆ − 1t))

+
(

λ2

λ2 − λ1

)
u0 exp(λ1(1t2 + T + ∆ − 1t)). (A.17)

These two equations can be solved numerically, the results being shown in Figs. 5 and 6.
With the above formula,σs can be computed only numerically. Nevertheless, for the three cases defined in the

last part of Section 3.1, we can approximate1t1 and1t2 in each case, and consequently we get analytical results
for σs.
– Case (i): Since both1t1 and1t2 differ from zero, we can neglect the exponential terms inλ2 compared to the

ones inλ1 in Eqs. (A.16) and (A.17). Thus,1t2 − 1t1 = 21t , and then from Eq. (11),σs = 1. Thusσs does not
depend on the coupling strengthIv.

– Case (ii): Since1t1 is nearly equal to zero, one can approximate it, using Eq. (A.16), by

1t1 = 1

λ2
ln

(
Ev − (λ2/(λ2 − λ1))u0 exp(λ1(T + ∆ + 1t))

−Iv(1 − exp(λ2T ))

)
. (A.18)
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Fig. 21. Comparison between the synchronization rates obtained, in case (ii), for the piecewise linear model, from the numerical solutions
(dots) with the one obtained from the approximated analytical results (solid line) (T = 150,∆ = 249,Ev = 0.1, 1t = 25,b andc are
the same as in Fig. 3).

Using Eq. (A.17), one finds

1t2 = 1

λ1
ln

(
Ev

(λ2/(λ2 − λ1))u0

)
− T − ∆ + 1t. (A.19)

Eqs. (A.18), (A.19), and (11) lead to an analytical approximation forσs which is plotted, together with the
numerical solutions of Eqs. (A.16), (A.17), and (11) in Fig. 21. One clearly sees that the approximations we have
used are fully justified.

– Case (iii): Since both1t1 and1t2 are nearly equal to zero, one gets1t2 − 1t1 = 0 and consequentlyσs = −1.
As in case (i), we see that the synchronization rate does not depend on the coupling strength.
It is worth noting that one cannot use Eq. (A.16) to analyse the case1t1 = 0 straight because this equation

is the threshold condition on variablev and inhibitory coupling strength is such asVs′ < Vth. The stable fixed
point of Eqs. (5) and (6) can only be reached asymptotically. For the limit case where the first unit reaches the
neighbourhood of the stable fixed point we approximately haveP = T +1t +∆ whereP is the interspike interval
of a free stimulated unit. Therefore, we can calculate a∆limit for fixedP , 1t , andT ; this value corresponds to the
change of the slope ofσs in Fig. 12.

A.2. Coupling with a linear dependency on postsynaptic potential

During inhibition, we get the following system:

v̇ = k(v − VQ) + l − u + (v − Vrev)Rv + Ev, (A.20)

u̇ = −cbu. (A.21)

In order to ensure that the firing does not occur during inhibition, the following inequality must hold:Vrev <

Vth +Ev/Rv. Since the formalism is the same as in the previous part of this appendix, we just give the main results.
We defineM i and its derived matricesM−1

i , Ci , C−1
i , andDi . Since these matrices are associated with Eqs. (A.20)

and (A.21) one has to consider them only during inhibition duration, we obtain

du(t)

dt
= M iu(t) + ai , (A.22)
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where

M i =
(−bc 0

−1 k + Rv

)
, (A.23)

ai =
(

0
−kVQ + l − RvVrev + Ev

)
. (A.24)

Keeping only leading order terms, we obtain for the two eigenvaluesλi1 andλi2 of M i :

λi1 = −bc = λ1 and λi2 = k + Rv = λ2 + Rv. (A.25)

These eigenvalues are used to compute the derived matrices from Eqs. (A.1), (A.2) and (A.3). The new formula
corresponding to Eqs. (A.11) and (A.12) are:

u1(t2 + ∆ + T + 1t1)

= −M−1af + C exp(D(1t1))C−1(M−1af − M−1
i ai )

+ C exp(D(1t1))C−1Ci exp(Di (T ))C−1
i C exp(D(∆ + 1t))C−1(u(0) + M−1af )

− C exp(D(1t1))C−1Ci exp(Di (T ))C−1
i (M−1af − M−1

i ai ). (A.26)

u2(t1 + ∆ + T + 1t2)

= −M−1af + C exp(D(1t2))C−1(M−1af − M−1
i ai )

+ C exp(D(1t2))C−1Ci exp(Di (T ))C−1
i C exp(D(∆ − 1t))C−1(u(0) + M−1af )

− C exp(D(1t2))C−1Ci exp(Di (T ))C−1
i (M−1af − M−1

i ai ). (A.27)

We can compute1t1 from Eq. (A.26), and1t2 from Eq. (A.27) using the threshold condition onv, we get

Ev = Rv

λ2 − λ1
(k(Vrev − VQ) + Ev + l) exp(λ21t1)(1 − exp((λ2 + Rv)T ))

+
(

λ1

λ2 − λ1

)
u0 exp(λ1(1t1 + T + ∆ + 1t))

−
(

Rv

λ2 − λ1

)
u0(exp(λ1(∆ + 1t) + λ21t1))(exp(λ1T ) − exp((λ2 + Rv)T )). (A.28)

Ev = Rv

λ2 − λ1
(k(Vrev − VQ) + Ev + l) exp(λ21t2)(1 − exp((λ2 + Rv)T ))

+
(

λ1

λ2 − λ1

)
u0 exp(λ1(1t2 + T + ∆ − 1t))

−
(

Rv

λ2 − λ1

)
u0(exp(λ1(∆ − 1t) + λ21t2))(exp(λ1T ) − exp((λ2 + Rv)T )). (A.29)

These two equations, (A.29) and (A.30), can be solved numerically, and using Eq. (11) we can compute the
synchronization rateσs.
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Appendix B. Calculation of the synchronization rate in the piecewise linear model for a coupling on thev
and u components

B.1. Constant coupling

We now have to evaluate the RHS of Eqs. (A.11) and (A.12) with the new coupling terms defined by Eq. (14):

M−1(af − ai) =
(

Iu/b

Iu/kb − Iv/k

)
. (B.1)

Sinceλ2 < 0 andλ1 < 0, with λ1/λ2 = −bc/λ2 � 1, and since the first component of Eq. (B.1) is now different
from zero, we can neglect, for the non-vanishing values oft , exp(λ2t) compared with exp(λ1t). Hence,

C exp(Dt)C−1 =
(

exp(λ1t) 0
exp(λ1)/(λ2 − λ1) 0

)
. (B.2)

We can calculate1t1 from Eq. (A.11), using the threshold condition onv, namelyv1(t2 − ∆ + T + 1t1) = Vth.
Then, withṼ = Ev(λ2 − λ1)/λ2, we get

Ṽ = exp(λ11t1)((Iu/b)(1 − exp(λ1T )) + u0 exp(λ1(1t + T + ∆))). (B.3)

Similarly we can obtain1t2 from Eq. (A.11):

Ṽ = exp(λ11t2)((Iu/b)(1 − exp(λ1T )) + u0 exp(λ1(−1t + T + ∆))). (B.4)

Using Eqs. (11), (B.3) and (B.4), we finally obtain:

σs = 1t2 − 1t1

1t
− 1, (B.5)

where

1t2 − 1t1 = 1

λ1
ln

(
J + u0 exp(λ1(1t + T + ∆))

J + u0 exp(λ1(−1t + T + ∆))

)
(B.6)

and

J = Iu

b
(1 − exp(λ1T )). (B.7)

B.2. Coupling with a linear dependency on postsynaptic potential

During inhibition, we have the following system:

v̇ = k(v − VQ) + l − u + (v − Vrev)Rv + Ev, (B.8)

u̇ = −c(bu − (v − Vrev)Ru). (B.9)

So as to avoid the firing during inhibition, one must haveVrev < Vth − Ev/(Ru/b − Rv). Using the threshold
condition on variablev for neuron 1, we get

Ev = exp(λ11t1)

(−Ru(k(Vrev − VQ) + l + Ev)(1 − exp((λ1 + δ1)T ))

b(k + Rv − Ru/b)

+ u0 exp(λ1(T + ∆ + 1t)) exp(δ1T )

)
. (B.10)
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In the same way, for neuron 2, we get

Ev = exp(λ11t2)

(−Ru(k(Vrev − VQ) + l + Ev)(1 − exp((λ1 + δ1)T ))

b(k + Rv − Ru/b)

+ u0 exp(λ1(T + ∆ − 1t)) exp(δ1T )

)
. (B.11)

Using these two equations and Eq. (11) we can calculate analytically the synchronization rateσs, we get:

σs = 1

λ11t
ln

(
J̃ + u0 exp(λ1(1t + T + ∆) + δ1T )

J̃ + u0 exp(λ1(−1t + T + ∆) + δ1T )

)
− 1, (B.12)

with

J̃ = −Ru(k(Vrev − VQ) + l + Ev)(1 − exp((λ1 + δ1)T ))

b(k + Rv − Ru/b)
. (B.13)
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