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F ast and efficient nondestructive evaluation (NDE) meth-
ods for food control is still an ongoing field of research. 
We have recently proposed to combine W-band imaging 
with nonlinear support vector machine (SVM) classifiers 

to sort out healthy from damaged fruits for a single variety 
of fruit. We have tested it on apples and peaches separately 
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with a mean accuracy of 96%. We 
have also shown the limitation of 
a biclass SVM since it has failed to 
sort healthy from damaged fruits 
when the set of fruits was composed 
of a mix of apples and peaches. In 
this article, we continue to explore 
the capability of SVM associated 
with millimeter-wave (mm-wave) 
low-terahertz (THz) measurements. 
First, we tackle the problem of clas-
sifying a mix of fruits with a multiclass SVM using the Digital 
Binary Tree architecture. With this method, the error rate does 
not exceed 2%. Secondly, we move from the W- to D-band (low-
THz). The main reason is the increase of the lateral resolution 
and the possibility to have more compact systems in the view of 
an industrial deployment. We start our D-band investigations 
with range measurements to estimate the average permittivity of 
the apple in this frequency bandwidth. We have found a drastic 
decrease compared to the microwave region. It is consistent 
with the behavior of the water, which is one of the main compo-
nents of the apple. Then we trained the SVM with the D-band 
database and finally performed the classification on unknown 
samples and obtained an accuracy of 100%.

INTRODUCTION
In present markets, fruits may come from distant places after 
being stored in refrigerators. Hence, they may suffer from 
dehydration, nutrient contamination, and so forth. Automated 
health monitoring of fruits is, therefore, of great interest. There 
are many destructive evaluation techniques that can predict their 
condition when fruits are sold, such as penetration tests [1], [2], 
ultrasound exploration that is used to determine the concentra-
tion of a particular component [3], and polar organic solvents [4]. 
All of these methods are mechanical, expensive and sometimes 
ineffective. Moving to NDE methods has been a significant prog-
ress. Among them, near-infrared [5], [6], X-ray imaging [7]–[9], 
acoustic pulse [10], [11], and nuclear magnetic resonance [12] are 
efficient. But they are limited by their cost and complexity.

To tackle this problem, optically based solutions associ-
ated with machine learning algorithms (MLAs) were previ-
ously developed to assess the fruits’ quality. They exhibit a low 
computational load while providing elevated classification perfor-
mances. Among MLAs, k-nearest neighbor [13], SVMs [14]–[16], 
and neural networks [17], [18] yielded valuable results on various 
fruits, such as apples, cherries, strawberries, and kiwifruits.

However, optical methods remain limited because they can-
not detect damages below the skin. Indeed, an optical wave is 
purely evanescent inside the fruit. On the contrary, and despite 
a worse resolution, microwaves have a much better penetration 
depth. In 1973, Nelson wrote an exhaustive article on the per-
mittivity of fruits and vegetables and their dependence on their 
maturity and variety [19], demonstrating the potential of micro-
waves for NDE control of agricultural products. The increasing 
interest for food NDE with microwave imaging is due, at least, 
to three reasons.

1)   Microwave imaging is very sensi-
tive to the water content of the 
tested items.

2)   Microwaves penetrate dielectric 
materials and the resulting elec-
tromagnetic field signature is 
characteristic of the overall 
volume, including the internal 
part of the tested item.

3)  The expanding technology of 
microwaves makes it possible to 

obtain fast and low-cost equipment, which is safe for operators.
Consequently, various industrial applications using micro-

wave sensors have emerged including NDE of material mois-
ture content [20]–[22], water solution concentrations [23], 
continuous process monitoring for biogas plants [24], vegetable 
oils [25], and plastic inclusions in hazelnut/cocoa cream [26]. 
The drawback of microwaves is that their intrinsic poor resolu-
tion turns the image interpretation into a difficult task. There-
fore, an automatic image exploitation is necessary. Machine 
learning methods like SVM have already been applied suc-
cessfully in microwave applications, such as microwave device 
and antenna modeling by SVMs [27]–[29], resolution of 
inverse scattering [30], solving of electromagnetic problems 
[31], modeling of the electromagnetic response of complex 
shaped reflector elements [32], or for resolving the medical 
problem as the breast cancer detection by using mm-wave 
imaging and SVMs [33], [34]. Other successful applications 
include optimizing the extraction of abnormal features from 
microwave breast tomography data [35] to diagnose hepatic 
malignancies by dielectric measurements in vivo using micro-
waves [36], retrieving the characteristics of a defect with eddy 
current (EC) testing in real time [37], or testing and evaluating 
(nondestructive testing/NDE) of faulty conductive tubes from 
EC measurements [38].

In our previous work, we have developed an automatic 
nondestructive method to separate healthy apples (respectively, 
peaches) from damaged apples (respectively, peaches) by using 
mm-wave imaging and nonlinear SVM [39]. We obtained a 
mean accuracy of 94% for apple sorting and 100% for peach 
sorting but we failed in trying to sort “healthy” peaches and 
apples from “damaged” peaches and apples by using biclass 
SVM. The aim of this article is to show the results obtained 
from the classification of different healthy fruits from dam-
aged fruits, i.e., from a database containing images of peaches 
and apples for detecting the damaged fruit. Next, we present 
the results of sorting apples with different varieties of apples in 
low-THz frequencies. We chose to move from the W-band to 
the D-band because recent studies have shown the potential 
of THz imaging. In the following, we report a nonexhaustive 
section of these studies. First, we can cite the monitoring of 
grapevine water status by measuring the reflectivity at the trunk 
in the THz band [40], the development of a quantitative method 
to calculate the water content of thin materials by THz imag-
ing [41], and the detection of defects due to the difference in 
moisture content in the thin surface layers of tomatoes [42]. The 

Optically based solutions 
associated with machine 
learning algorithms were 
previously developed to 
assess the fruits’ quality.
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experimental results in [42] have shown the feasibility of the 
detection of internal damages. In [43], the authors estimate the 
water content in plants leaves.

Second, and as concerns more precisely fruit quality 
assessment, we report the detection of the chemical character-
istics and signatures of inner compositions for quality control in 
fruits with THz imaging [44]. In [45], THz imaging is associated 
with a machine learning driven approach for fruit classifica-
tion. The limitation of k-nearest neighbors and the D-tree was 
demonstrated, and the interest of SVM, used with a Gaussian 
radial basis function (RBF) kernel, was emphasized.

WORKING METHODOLOGY

WORKFLOW
The complete workflow consists of the five steps summarized as 
follows and described in Figure 1.

 ■ Step 1: Taking mm-wave measurements. The measure-
ment setup is shown in Figure 2. Here we follow the same 
process as in [39] where we explain in detail the choices 
of the measurement parameters. In particular, we discuss 
the importance of having frequency diversity as well as 

incidences and views diversity by the means of using dif-
ferent measurement patches. One of the critical points is 
the choice of the intermediate frequency (IF) that in turn 
influences the noise floor level and the measurement time. 
We have chosen an IF of 100 Hz as the best compromise. 
With these settings, the noise floor is 70 dBm-  for both 
D- and W-bands.

Each fruit is measured with a 3D spherical scanner 
according to the system described in [46]. We perform scat-
tering measurements in monostatic configuration under 
horizontal polarization frequency per frequency. We measure 
each fruit at three frequencies for increasing the number of 
measured data. We measure patches of 10° # 10° with a scan 
step of 0.2°, which consist in 51 # 51 measurements points. 
The measurement of one patch lasts 130 s. The total scan area 
covered by the measured patches is 30° # 30° centered above 
the fruit.

 ■ Step 2: Computing mm-wave images. Each measured 
patch is processed with a 2D fast Fourier transform to com-
pute a 2D red, green, blue (RGB) image at each frequency.

 ■ Step 3: Segmentation. We transform the 2D RGB images 
into binarized ones (see an example of a binary image in 
Figure 1) by using Otsu’s method [47]. The key point to 
transform an RGB image into a binary one is the choice 
of the threshold that “decides” whether the pixel will be 
transferred into a “0” or a “1.” In our setup, the RGB images 
are very different from each other because they are strongly 
dependent on the measurement frequency and the patch, 
i.e., scan angles, hence the interest of a dynamic threshold. 
The Otsu method is an optimization method enabling the 
computation of the threshold dynamically and automati-
cally. The threshold depends on the intensity of each image 
and thus perfectly matches our requirements. We resize the 
images into 51 × 51 pixels with the down-scaling function.

 ■ Step 4: Selecting training and test data sets. We split 
the set of binary images into training and test data sets. We 
find the optimal parameters of the SVM classifier with the 
training data set whereas we use the test data set to com-
pute the classifier’s accuracy.
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FIGURE 2. The measurement setup.

Measurement

2D Fourier-
Transform

Segmentation

Training
Data

Test Data

Cross-
Validation

Optimal
Hyperparameters

(C ∗, γ ∗)

SVM

Performance
Computation

Accuracy (%)

FIGURE 1. The flowchart of the proposed classification process.
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 ■ Step 5: Computing SVM opti-
mal hyperparameters and 
accuracy. Here we investigate 
and discuss the performance of 
biclass and multiclass SVM for 
the sorting of fruits. Both meth-
ods are briefly explained in the 
sections “Biclass SVM” and 
“Multiclass SVM,” respectively.

BICLASS SVM
An SVM is an MLA [48], which consists in finding an optimal 
separating hyperplane between positive and negative classes. 
The SVM algorithm aims to maximize a margin around the 
hyperplane [49], [50]. We find the optimal hyperplane by solv-
ing the following problem:
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where
 ■ n is the number of samples
 ■ xi  is the ith sample (usually a vector) of the training data S. It 

corresponds to the vectorized version of a segmented image 
obtained at a given frequency for given measurement patch
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i i
n

1! != - =" ,
 ■ yi  is the label of the sample of training data xi

 ■ a  is a Lagrangian variable. 
If ,0i !a  xi  is called a support vector. The kernel function K is 
used to measure the similarity between two samples. There are 
different kernel functions, such as the linear, polynomial, or Gauss-
ian ones [51]. Here we use the Gaussian RBF defined by (3):

 ii( , ) ( , ). .expK x x x x 0i j i j 2c c= -  (3)

The hyperparameters of the SVM are C and .c  C is a regu-
lation parameter, which adjusts the width of the margin to reach 
the highest possible accuracy. ,c  also called scale, defines the 
variance of data. Throughout the article, we apply the threefold 
cross-validation with grid search for each training data set, both 
to find the optimal values of C)  and c)  and to avoid overfitting.

MULTICLASS SVM
The SVM classifier was originally just binary, but a large set of 
applications requires the classification of heterogeneous popula-
tions, which encloses several types of individuals, i.e., several 
classes. The extension from biclass to multiclass SVM is still a sub-
ject of research [52] with many approaches currently available. 
We have selected a version of SVM utilizing a binary decision tree 
(BDT) of SVM (SVM-BDT) because it is very fast, provided that 
we know how to prioritize the different classification stages.

The SVM-BDT method combines the BDT architecture 
and the SVM method to solve a multiclass problem. In the 
training phase, the SVM-BDT method needs ( )N 1-  SVMs for 

training N classes but the test phase 
only needs ( )log N2  SVMs to classify 
the samples. This greatly reduces the 
classification time of an unknown 
sample. The general workflow of an 
SVM-BDT classifier is shown in Fig-
ure 3. The test phase always starts 
with the binary node of the root; the 
unknown sample is then assigned to 
one of the two possible classes and 
then transferred to the subtree cor-

responding to the assigned group. This is repeated recursively 
down the tree until the sample reaches a leaf node that represents 
the class it has been assigned to. There are many ways to separate 
classes into two groups. This step is crucial; the groups must be 
well chosen for the good performance of SVM-BDT [53].

DATA SETS
Measurements of fruits were conducted between September 2018 
and October 2019 on 11 apples and three peaches. Each fruit is 
measured at three frequencies over the same scan area as defined 
in the section “Workflow,” hence we generate 303 images per fruit. 
We started our investigation in the W-band, but we recently pur-
sued in the low-THz region (D-band) to take advantage of a better 
spatial resolution and a better compactness due to the antenna size 
reduction. Due to the long time frame of the measurements and 
the decay of the fruits, it is not possible to measure the same fruits 
at each measurement campaign. We also had to change the type of 
fruit according to the seasons, which explains why we have test-
ed apples and peaches. We have conducted three campaigns, two 
in the W-band and the last one in the D-band. Table 1 summarizes 
the main features of the three measurement campaigns.

 ■ First campaign: September 2018. We measure three 
pairs of what are called Golden apples in the W-band. The 
apples are sorted by size, i.e., large, medium, and small. 
A pair of apples consists of one healthy and one damaged 
apple from the same size.

 ■ Second campaign: July 2019. We measure three peaches 
in the W-band. Two of them are damaged (peaches 1 and 2) 
and the other one is healthy.

 ■ Third campaign: October 2019. We measure a mix 
of what are called Gala along with Golden apples in the 
D-band. We wanted to test both the possibility to discrimi-
nate damaged fruits of different apple’s varieties and the per-
formance of a low-THz frequency band for this application. 
The total number of apples is five, among which three are 
damaged Gala (1, 2, and 3), one is a damaged Golden (4), and 
the last one is a healthy Golden (5).

RESULTS OF FIRST AND SECOND MEASUREMENT CAMPAIGNS
Conducting the first and second measurement campaigns, we 
have obtained the following results:

 ■ A significant difference in the dielectric constant between 
healthy and damaged apples was measured at low fre-
quency. This is our starting point to use a classifier based on 
scattered field measurements.

THz imaging is 
associated with a 
machine learning  
driven approach for 
fruit classification.
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 ■ The nonlinear SVM classifier is efficient to sort damaged 
apples from healthy ones. The same is true for peaches.

 ■ The optimal parameters C and c  depend on the fruit. We 
are reminded here of these values, since we will use 
them in the following. For apples: ( , ) ( , . ).C 1 0 0125c =) )  
For peaches: ( , ) ( , . ).C 100 0 01c =) )

 ■ The results are sensitive to the choice of the measurement 
frequencies. New optimal values ,( )C c) )  must be calcu-
lated when the frequency changes or when we remove a 
measurement frequency.

 ■ It is possible to reduce the measurement time by a ratio of 
16 since the classification still works with patches of 13 # 13 
points. A switched antenna array of 13 )13 elements is fea-
sible (even though challenging) in the W- and D-bands and 
will enable real-time measurements, which is up to now the 
main limitation toward a practical implementation.

 ■ The classification fails if we try to sort healthy from dam-
aged fruits when we train the SVM with a mix of images 
from apples and peaches.

In the following section, we try to solve the problem of the clas-
sification of a mix of damaged fruits by using a multiclass SVM. 

CLASSIFICATION OF HEALTHY AND DAMAGED 
FRUITS WITH MULTICLASS SVM
As we know that the value of dielectric permittivity re  var-
ies according to the variety and the state of the fruit [54], it is 
important to know whether the variety of fruits prevails over 

the damages or vice versa. This can be easily checked by apply-
ing a biclass SVM to a mix of fruits while defining two classes 
only—healthy and damaged fruits. We test this hypothesis by 
using the data of the first and second measurement campaigns. 
The partition between the training data set and the test data set 
is as follows.

 ■ Training: Four apples and two peaches. (Apples: the pair 
of large-size apples and the pair of medium-size apples. 
Peaches: 1 and 3). 

 ■ Test: Apple: the pair of small apples. Peach: dam-
aged peach 2.

Classification
Stage 1

Classification
Stage 2

Classification
Stage 3

Classification
Stage N

N Classes

classif

classif classif

classif classif classif classif

classif classif classif classif

1 1 1 1 1 1 1 1

Samples
of Class 1

Samples
of Class 2

Samples
of Class 3

Samples
of Class 4

Samples
of Class N–3

Samples
of Class N–2

Samples
of Class N–1

Samples
of Class N

N1

N21 N22N1–N21 N–N1–N22

N–N1

FIGURE 3. The workflow of the multiclass SVM. Classif =  SVM classifier.

TABLE 1. PARAMETERS OF THE THREE 
MEASUREMENT CAMPAIGNS.

Parameter First Campaign 2D Campaign 3D Campaign

Frequency (GHz) 92-94-96 92-94-96 122-124-126 

Number of images 1,818 909 1,515 

Training data set L and M 1, 3 4, 5

Test data set S 2 1, 2, 3

Training data set — — 1, 5

Test data set — — 2, 3, 4

L = large-size apples; M = medium-size apples; S = small-size apples.
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We obtained an accuracy of 64%. This inconclusive result 
can be explained by the fact that the difference in permittiv-
ity between fruits (peaches and apples) is greater than the one 
between a healthy and a damaged fruit, which means that we 
ought to define four classes: healthy apple, damaged apple, 
healthy peach, and damaged peach. Hence, we move from 
biclass to multiclass SVM.

We implement the multiclass SVM “BDT-SVM” described 
in the section “Multiclass SVM” according to the workflow 
shown in Figure 4. We split the data for the training and the 
test as settled above. At the first classification stage, we define 
two classes: the peach class, labeled with ,2-  and the apple one, 
labeled with .2+  Each class contains two subclasses: the healthy 
class labeled 1-  and the damaged one, labeled .1+  The perfor-
mances of the classifiers are evaluated with three classification 
metrics: sensibility (SENS), specificity (SPEC), and accuracy. 
The SENS is the probability of classifying a sample as true posi-
tive whereas the SPEC indicates the probability of classifying it 
as true negative. SPEC and SENS range from 0 to 1 [55].

First, we must find the optimal values of ,( )C c) )  for the 
first classification stage. To this end, we randomly select 80% 
from the images of the training data set. We proceed to a prin-
cipal component analysis (PCA) to see how both classes are 
linked with each other. Figure 5 shows the projection of these 
data on the three first components. As it has been observed in 
[39], the data are deeply intricated, which justifies a posteriori 
the choice of a nonlinear kernel for the SVM. The remaining 
20% of the training data set are used for the validation that 
consists in a pretest to show the efficiency of the hyperplane 
defined by ( , ).C c) )  This prevents overfitting. Overfitting 
means that the classifier learns very well on the 80% used for 
computing ,( )C c) )  but fails when new data have to be classi-
fied. In other words, we have not reached the optimal values 
of C and .c  In this case, we must carry on with the training 
and search for new C and .c  The optimal parameters for the 
first classification stage are found at ( , ) ( , . ).C 100 0 01c =) )  The 
results of the classification are shown in Figures 6 and 7 for the 
training and test data sets, respectively. The confusion matrix, 
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FIGURE 6. The classification results on the training data set. 
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FIGURE 4. The BDT-SVM architecture for sorting healthy from damaged fruits.
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as shown in Table 2, exhibits an accuracy of 100% and values of 
SPEC and SENS of 1.

The second classification stage is more straightforward since 
we perform two SVM classifications for which we can reuse the 
optimal parameters found on peaches and apples separately, as 
mentioned in the section “Results of First and Second Measure-
ment Campaigns.” The confusion matrices for the healthy apple, 
the damaged one, and the damaged peach of the test data set are 
shown in Tables 3, 4, and 5, respectively. We perform all our clas-
sification experiments on a PC with a core (TM) i5-pro CPU at 
1.8 GHz 2.3 GHz. The training phase lasts 6–8 h. This long time 
is due to the fact that we use what is called the grid-search meth-
od to find the optimal hyperparameters C)  and c)  within a grid 
of 1,200 pairs of ( , ).C c  The test of one sample is much faster, 
with 12 ms for a peach sample and 30 ms for an apple’s sample.

The total accuracy of the multiclass SVM is the product 
of the performance of each classification stage and therefore 
strongly depends on the accuracy of the first stage. In this 
example, we obtain 100% of total accuracy and values of 1 for 
SPEC and SENS. However, if we repeat the classification pro-
cess 30 times while keeping the optimal values of C)  and c)  
and changing the training and test data set, the mean accuracy 
is 98%. As explained previously, the order of the classification 
stage is important. To show the impact of the order, we permute 
and start off by classifying healthy and damaged fruits and then 
sorting apples and peaches. The total accuracy drops to 71%.

We have proved that the BDT-SVM is efficient for sorting 
out different features of the fruits, such as their type and state, 
provided that we know how to arrange the classification stages. 
There are modeling schemes to overcome this difficulty, but 
they are time-consuming. Since we deal with problems that 
are sensitive to the scattered field, i.e., the dielectric constant, 
we might use the physical variation of re  as a hint to choose 
adequately the order of the classification stages, starting with 
the highest contrast and ending up with the lowest one.

Our next objective is to investigate if a biclass SVM can sort 
damaged from healthy apples even if they are of different variet-
ies. In addition, we decide to move to low-THz frequencies in 

view of the realization of the real system. Indeed, our measure-
ment system actually makes use of a vector network analyzer 
(VNA) that will be replaced with a frequency-modulated con-
tinuous wave (FM-CW) radar for practical implementation. 
One of the main challenges is the tradeoff between the size of 
the antenna and the image resolution. The increase of frequency 
naturally reduces the size of the antenna, which improves the 
system’s compactness. Additionally, the lateral resolution is 
improved due to wavelength reduction.

APPLES SORTING IN D-BAND
Here, we work with the apples of the third campaign. Although 
the increase of frequency has some significant advantages, the 
penetration depth decreases and there is a risk that the imping-
ing wave remains at the surface of the fruit. This would reduce 
the advantage of low-THz-waves toward optics since only sur-
face damages would be detectable. To check that the apple 
is responding, we have conducted range measurements as 
described in the next section.
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FIGURE 7. The classification results on the test data set. 
( , ) ( , . ).C 100 0 01c =) )  Purple: Peach class; Green: Apple class.

TABLE 2. THE CONFUSION MATRIX 
OF SORTING FRUITS.

Fruit Peaches Apples

Peaches 303 0 

Apples 0 606 

TABLE 3. THE CONFUSION MATRIX 
FOR THE SMALL HEALTHY APPLE.

Apples Healthy Damaged

Healthy 303 0 

Damaged 0 0 

TABLE 4. THE CONFUSION MATRIX 
FOR THE SMALL DAMAGED APPLE.

Apples Healthy Damaged

Healthy 0 0 

Damaged 0 303 

TABLE 5. THE CONFUSION MATRIX 
FOR PEACH 2 (DAMAGED).

Peaches Healthy Damaged

Healthy 0 0 

Damaged 0 303 
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RANGE MEASUREMENTS
If the impinging wave passes through the apple, we can estimate 
some fundamental parameters, such as its size or its average 
permittivity with a radar measurement. We set the scanner at a 
fixed position above the apple and apply the following equation:

 / ,( )d dr
2

meas applee =  (4)

where
 ■ re  is the average permittivity (real part only). We call it the 

average permittivity because the apple is not homogeneous.
 ■ dapple  is the real diameter of the apple, which is known in 

our case.
 ■ dmeas  is the measured diameter of the apple, which will 

be estimated with a threshold on the measurements as 
explained below. 

The principle of the measurement and the spatial-frequency 
processing [56] are quite simple and mimic the FM-CW radar. 
In FM-CW radar measurements, the range resolution depends 
on the frequency band whereas the maximum unambiguous 
distance depends on the parameters of the FM-CW frequency 
ramp. To get the best range resolution, we set the VNA to the 
maximum bandwidth of the D-band, which spreads from 110 to 
170 GHz, leading to a range resolution of 2.5 mm. We take 401 
frequency samples for one measurement. In our measurements, 
the apple stands on a Rohacell tower located 491 mm from a 
probe antenna. It has a strong reflection at mm- and sub-mm-
waves and contributes to the response of the apple. This is close 
to the final application where the fruits will be on a conveyor 
belt that will also contribute to the measured scattered field. 
Due to the very high space attenuation, the measurement level 
is close to the noise floor of our system. Moreover, the response 
of the apple is not strong enough to be directly extracted from 
the postprocessed radar measurement. 

To overcome this difficulty, we measure each apple twice. 
First, we place the apple in a vertical position at the center of 
the Rohacell tower. Second, we place it horizontally. The only 
change between both measurements is the apple’s positioning. 
Performing a complex subtraction of the postprocessed radar 
measurements and applying a threshold that keeps 90% of the 
signal, we extract the apple’s signature over distance, as shown 
in Figure 8. To ease the readability, we have normalized the 
curve to the maximum value of the difference. Using the limits 
given by the threshold (dotted green lines) and accounting for 
the accuracy of the measurement (range resolution), we find 

. ,d 195 2 5 mmmeas !=  corresponding to . . .7 3 0 2r !e =

This value is much lower than the value of the pulp mea-
sured at low frequency [39], but this order of magnitude is 
consistent with the measured values of the dielectric constant of 
the water [57] at 100 GHz, which is one of the main components 
of the apple. We have repeated this experiment with damaged 
apples and the values range from 7 to 6.5 with no significant dif-
ference (which means that the difference is within the 0.2 error 
margin) between damaged Golden and Gala apples. The differ-
ence between healthy and damaged apples is tenuous but still 
there, and we can carry on our investigation on how the SVM 
classifier performs with D-band measurements.

D-BAND IMAGES
Figure 9(a)–(e) shows the five apples used for the third measure-
ment campaign. We have selected the damaged apples accord-
ing to their rotting stage.

 ■ Apple 1 is almost completely rotten.
 ■ Apple 2 has a damaged area 3 cm in diameter. It is not easy 

to see in the photo. Because it does not affect the appearance 
of the skin. Indeed, the pulp underneath the skin is smashed. 
We have chosen this damage to see if low-THz images can 
outperform optical images.

 ■ Apple 3 has a large damaged area, easy to recognize in the photo.
 ■ Apple 4 has a small damaged area, which is approximately 

3 mm and was chosen because its size is of the same order 
of magnitude as the D-band wavelengths.

 ■ Apple 5 is healthy.
Figure 10 shows the images obtained at 126 GHz for the five 

apples. It is impossible to work directly with these images for a 
human eye, contrary to optical ones. However, the images are 
different for each apple, which is a good starting point for an auto-
matic classification scheme. One of the key points of automatic 
classification is the ability to produce enough data. That is why we 
have decided to add the frequency diversity to the spatial one. First, 
we have to check the images to confirm that there is a difference 
over frequency. Once again the comparison by human eye is not 
straightforward as shown in Figure 11(a) and (b). However, if we 
compute the image difference without changing the dynamic range 
of the color scale (30 dB in all cases) the response of the apple is 
clear, and the noise is almost entirely suppressed. Moreover, we will 
not work with the image differences since the noise is important 
and useful to the SVM classifier. Indeed, the noise has different 
realizations depending on the frequency that help the classifier to 
distinguish the useful signal.
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FIGURE 8. The radar signature of a healthy apple of the 
Golden variety.
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SVM RESULTS IN D-BAND
Once we obtain the D-band images, we follow the workflow as 
described in Figure 1. We start with placing all Golden apples in 

the training data set (apples 4 and 5) and the Gala (apples 1–3) 
in the test. We reoptimize the hyperparameters ( , )C c  during 
the training. Their values are C 100=)  and . ,0 1c =)  where c)  

(a) (b) (c) (d) (e)

FIGURE 9. The five apples used for the third measurement campaign: (a) Gala apple 1, (b) Gala apple 2, (c), Gala apple 3,  
(d) Golden apple 4, and (e) Golden apple 5.
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126 GHz; (c) Gala apple 3, 126 GHz; (d) Golden apple 4, 126 GHz; and (e) Golden apple 5, 126 GHz.
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is significantly higher than in the W-band, which means that the 
dispersion of the data is larger. It is not surprising since the noise 
floor is about 10 dB higher than on the W-band, hence the noise 
level is greater. This also proves the importance of the frequency 
as an input parameter. In other words, it is crucial to search for 
new hyperparameters every time the frequency range changes. 
The confusion matrix in Table 6 shows that all three apples were 
successfully placed in the damaged category. To get a complete 
validation of the performance, we had to conduct a second test 
while mixing Golden and Gala apples in the training and the 
test data sets.

In the second test, we train with the damaged Gala apple 
1 and with the healthy Golden apple 5, and we test the other 
apples. Without changing the hyperparameters, the confusion 
matrix in Table 7 shows an accuracy of 100%. From both tests 
we conclude that we can successfully sort out apples from differ-
ent varieties without having to perform a multiclass SVM. This 
is consistent with the results of the average permittivity found 
in the section “Range Measurements,” where the difference 
between healthy and damaged apples was greater than the one 
between the apple’s varieties. The test of one sample lasts 5.9 s 
using the same PC described previously. It is about five times 
faster than for the multiclass SVM because of the more complex 
architecture of the SVM-BDT.

As a prospective study, we have also investigated the 
possibility of reducing the degrees of freedom of our train-
ing data set for decreasing the computation time. For this, 
we perform a PCA and keep only the NEV  first eigenvec-
tors. Reducing the number of eigenvectors means that 
we keep only a certain percentage of the information 

enclosed in the original signal. This 
percentage is described in the vari-
ance ( ),v  which is the horizontal 
scale of curve (in black) but we also 
display the number of correspond-
ing eigenvectors (in blue). Results 
are shown in Figure 12. As expected, 
both the accuracy and the computa-
tion time increase with the number of 
eigenvectors. However, we obtain the 
best accuracy as soon as the variance 
reaches 70%, which means that we can 
keep only 44 eigenvectors instead of 
the 7,083 contained in the original sig-
nal. The computation time drops from 
3.8 s to 1.35 s (a factor of 3).

The computational load could be 
further reduced while selecting less 

than 44 eigenvectors. But this would be done at the expense 
of a breakdown in terms of accuracy, because it would be less 
than 100%.

CONCLUSIONS
In this article, we have carried on our investigations on a non-
destructive method for sorting healthy from damaged fruits at 
mm- and low-THz waves. We start off with the scattering mea-
surements. Then we process them and apply a nonlinear SVM 
with RBF kernel. The performance of the SVM classifier relies 
on the choice of the hyperparameters C and .c  Our investiga-
tions lead us to the following conclusions.

 ■ We have been able to retrieve a difference between the aver-
age permittivity of healthy and damaged apples in the low-
THz region thanks to range measurements. This justifies the 
use of images built from the measured scattered field.

 ■ Compared to our previous work, we have successfully 
increased the frequency band up to the D-band (instead 
of the W-band). This allows us to get closer to an indus-
trial application that requires a high resolution and a 
compact system.

 ■ We were able to show that the change of frequency band 
has an important impact on the value of c  with an order of 
magnitude of 10 between the W- and D-bands.

 ■ We were able to show that the variety of the apples does not 
influence the performance of the classifier in recognizing a 
damaged apple and that the system can be used regardless 
of the apple’s variety.

 ■ We have successfully overcome the limitation encoun-
tered in our previous work when we wanted to sort out 

TABLE 7. THE CONFUSION MATRIX 
FOR SORTING DAMAGED APPLES 2–4.

Apples Healthy Damaged

Healthy 0 0 

Damaged 0 909 

TABLE 6. THE CONFUSION MATRIX 
FOR SORTING DAMAGED APPLES 1–3.

Apples Healthy Damaged

Healthy 0 0 

Damaged 0 909 
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the damaged peaches/apples 
from the healthy ones. For this, 
we moved from biclass to mul-
ticlass SVM and use a BDT 
Scheme. The mean accuracy 
is 98%.

However, we hope to improve our 
method in the following directions:

 ■ use data fusion to tackle the 
problem of several samples 
moving on the conveyor belt. 
In this prospect, a CDD cam-
era would help to count the 
number of samples on the belt, which would serve as 
additional input of the SVM.

 ■ produce more complex scenarios such as the detection of 
damages when the fruit is hidden under the foliage.

 ■ develop optimization techniques to find the optimal values 
of SVM hyperparameters for improving the computation 
time of the training.

 ■ take advantage of alternative MLA used in image process-
ing, such as DNNs [58].
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