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Abstract

Quantitative phase microscopies (QPMs) play a pivotal role in bio-imaging, offering unique insights
that complement fluorescence imaging. They provide essential data on mass distribution and trans-
port, inaccessible to fluorescence techniques. Additionally, QPMs are label-free, eliminating concerns of
photobleaching and phototoxicity. However, navigating through the array of available QPM techniques
can be complex, making it challenging to select the most suitable one for a particular application.
This tutorial review presents a thorough comparison of the main QPM techniques, focusing on their
accuracy in terms of measurement precision and trueness. We focus on 8 techniques, namely digital
holographic microscopy (DHM), cross-grating wavefront microscopy (CGM), which is based on QLSI
(quadriwave lateral shearing interferometry), diffraction phase microscopy (DPM), differential phase-
contrast (DPC) microscopy, phase-shifting interferometry (PSI) imaging, Fourier phase microscopy
(FPM), spatial light interference microscopy (SLIM), and transport-of-intensity equation (TIE) imag-
ing. For this purpose, we used a home-made numerical toolbox based on discrete dipole approximation
(IF-DDA). This toolbox is designed to compute the electromagnetic field at the sample plane of a
microscope, irrespective of the object’s complexity or the illumination conditions. We upgraded this
toolbox to enable it to model any type of QPM, and to take into account shot noise. In a nutshell,
the results show that DHM and PSI are inherently free from artefacts and rather suffer from coher-
ent noise; In CGM, DPC, DPM and TIE, there is a trade off between precision and trueness, which
can be balanced by varying one experimental parameter; FPM and SLIM suffer from inherent arte-
facts that cannot be discarded experimentally in most cases, making the techniques not quantitative
especially for large objects covering a large part of the field of view, such as eukaryotic cells.

Keywords: Quantitative phase microscopy, wavefront microscopy, precision, accuracy, trueness, DDA,
simulations

1 Introduction

Quantitative phase imaging (QPI) refers to a fam-
ily of optical imaging techniques that aim at imag-
ing the phase of a light beam [1–5], a quantity that
is normally not accessible using common optical

sensors. QPI has witnessed remarkable progress
these last 2 decades, fueled by advances in opti-
cal instrumentation and computing technology.
QPI techniques have been heavily used in opti-
cal microscopy, leading to the closely-related field
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of quantitative phase microscopy (QPM), and sig-
nificantly expanded the capabilities of microscopy
in cell biology. One of the main strength of QPM
in cell biology is its ability to measure the dry
mass of cells, due to the close relation that exists
between refractive index and mass density [6–9].
The dry mass is defined as the mass of the cell
excluding its water content, i.e., the mass of bio-
logical material. Monitoring the dry mass of cells
enables precise measurements of cellular growth
rate and matter transport at the single cell level
in a label-free, non-invasive manner.

The optical path difference (OPD) δ` map is
the image that is often computed in practice, in
QPM, rather than the phase image itself. It is
defined by the optical path variation created by
the imaged object once placed in the field of view
of the microscope. It is simply related to the phase
image ϕ via the relation

ϕ =
2π

λ
δ`. (1)

The interest of the OPD is that, in first approxi-
mation, it is directly proportional to the dry mass
density ρ (pg/µm2) of live cells, in particular far
from absorbing bands, :

ρ = γ−1δ`, (2)

where γ is called the specific refraction increment.
For biological media, it is approximately constant,
ranging from 0.18 to 0.21 µm3/pg. From the dry
mass density can be computed the dry mass of
the imaged cell by image segmentation and pixel
summation.

Note that the dry mass is the most popular
physical quantity that QPM can quantify in biol-
ogy, but there exist other readouts of interest, as
listed in Ref. [10], namely the optical volume, some
phase/mass ratiometric quantities, sphericity/ec-
centricity indices, phase kurtosis and skewness.
Also, more advanced tomography techniques can
also measure cell volume and refractive index
distribution in 3 dimensions [11, 12].

QPM methods encompass a diverse array of
techniques, developed since the late 90s. Most of
them consist of making interfere several beams
to transform the phase information into intensity
variations, measurable using common optical sen-
sors. Albeit numerous, common QPM techniques

can be classified into two main categories: off-axis
techniques and multiple-image techniques.

The off-axis techniques consist of making inter-
fere two (or more) light beams impinging on a
camera, tilted by a small angle to each other, to
create fringes that contain the phase information.
The raw image, registered by the camera, is called
an interferogram, and the related techniques are
off-axis DHM (digital holographic microscopy)
[13, 14], DPM (diffraction phase microscopy) [15]
and CGM (cross-grating wavefront microscopy)
[16, 17].

The multiple-image techniques consist in
acquiring several successive images of the object of
interest under different conditions. These images
are then numerically mixed to derive the wave-
front or phase profile. Among them, the phase-
shifting techniques also consist of the interference
between two beams, an object beam and a refer-
ence beam, but the two beams are collinear [18].
Thus, no interference pattern (no fringes) appears
on the camera. When no tilt is applied between
the two beams, no bijective relation exists between
the grayscale intensity on each camera pixel,
and the light phase. Intensity and phase can
be retrieved separately by the acquisition of 4
images associated with 4 phase shifts of 0, π/2, π
and 3π/2 applied to one of the two beams. The
related techniques are PSI (phase-shifting inter-
ferometry imaging) [18–21], FPM (Fourier phase
microscopy) [22, 23] and SLIM (spatial light inter-
ference microscopy) [24]. There also exist non-
interferometric techniques, where multiple bright-
field images are acquired, e.g., under various
conditions. The related techniques are differential
phase contrast (DPC) microscopy [25–27], which
acquires 4 images of an object obtained with 4
different illumination angles, and combine the 4
images to retrieve the phase of the sample; and
TIE (transport-of-intensity equation) microscopy,
also called phase-diversity, which combines 3 dif-
ferent images at different focuses to reconstruct
the wavefront profile [28].

Selecting the right QPM for a specific applica-
tion is complex, as they all serve the same purpose.
Review articles have been published, but they
mainly aim at reviewing the applications [1–4], not
really comparing the techniques with each other.
Some articles and reviews recently aimed at com-
paring QPM techniques [5, 29, 30]. However, they
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concern only few QPM techniques and are usually
restricted to some particular types of objects.

The other issue we recently raised [17] is the
presence of inconsistencies in the literature, where
some QPMs render much different images of
similar objects: Figure 1 displays neurons imaged
using CGM, DPM and SLIM. While the images
in Figs. 1(a) and 1(b) look consistent, featuring
bumpy cell somas, the somas in images Figs. 1(d)
and 1(e) look void. When noticing that a OPD
image is supposed to represent the dry mass den-
sity, it becomes apparent that such images may
not accurately reflect reality, as the cell soma
contains much biological material. This raises
questions about the level of accuracy achievable
across QPM techniques.

In this tutorial review, we aim to compare
the most commonly used QPM techniques, and
in particular their relative degrees of accuracy,
i.e. their precision and trueness. We focus on
8 QPM techniques, namely DHM, CGM/QLSI,
FPM, DPM, PSI, SLIM and TIE. For the sake of
comprehensiveness, we present results of numeri-
cal simulations arising from the modelling of each
of the 8 microscopy setups. Our algorithm enables
the computation of QPM images, including the
noise amplitude and the possible presence of inher-
ent artefacts. The first part introduces the working
principles of the 8 techniques, recalls their experi-
mental configuration, their theory and their image
processing methods. The second part describes
the numerical tool we developed and used to
model each microscopy technique. Finally, results
of numerical simulations are presented, on 4 model
objects: a nanoparticle, a bacterium, a uniform
slab (2D material), and a eukaryotic cell. The
precision and trueness of each microscopy tech-
niques are discussed and the origins of noise and
inaccuracies are explained.

2 QPM techniques

This section describes the 8 QPM techniques
investigated in this article, one by one, namely
DHM, CGM/QLSI, DPM, DPC, FPM, PSI,
SLIM and TIE. All these techniques involve a
microscope, and a camera at the image plane.
To describe the formalism, we shall consider
monochromatic fields, using complex number
notations, at the angular frequency ω, defining

the wavenumber k = ω/c and the wavelength
λ = 2π/k.

This section only describes the working prin-
ciples of the techniques. The advantages and
limitations of each technique will be discussed in
the following sections.

2.1 Bright-field microscopy

Let us first introduce the basic experimental
system and the notations with the case of the
bright-field microscope (4).

We consider an object standing in the object
space of the microscope. This object is illumi-
nated in transmission by the so-called incident
light beam, resulting in the generation of a scat-
tered electric field. Let us call E0 the electric field
at the image plane of a conventional microscope
(no QPM for the moment) coming from the inci-
dent light, and Es the electric field at the image
plane scattered by the sample. The total electric
field at the image plane reads thus, no matter
the size and nature of the object and without
approximation,

E(r) = E0(r) + Es(r). (3)

The quantity of interest in QPM is the phase ϕ of
E, which is such that

E(r) = A(r)eiϕ(r), (4)

where A(r) = |E(r)|.
When detecting this field with a camera sen-

sor, the measured quantity is I = A2, cancelling
any information on ϕ. The following sections
describe how ϕ can nevertheless be retrieved
using camera sensors.

Note that all the equations above assume a
scalar electric field. This scalar approximation in
optics is usually employed and valid in two cases:
(i) with a linearly polarized illumination, where
the scattered light is assumed to globally retain
the incident polarisation, and (ii) with an unpo-
larized illumination, where the two components
of the electric field are likely to remain identical.
However, in some cases, the scalar approximation
is no longer valid, in particular when studying
anisotropic particles or birefringent materials. The
more general formalism involves two scalar fields,



Springer Nature 2021 LATEX template

4 Quantitative phase microscopies

10 µm

OPD  (nm) OPD  (nm) OPD  (nm) OPD  (nm)phase  (rad)

a cCGM b DHM DPM d DPM e SLIM

-1 0 1 2 3

10 µm 10 µm

0 50 100

10 µm 10 µm

5 76 146 217 2880 50 100 150 0 100 15050 200 250 300

Fig. 1 OPD and phase images of neurons acquired using different techniques (a) OPD of a hippocampal neuron
imaged using CGM/QLSI [31]. (b) OPD of a mouse cortical neuron imaged using DHM. Reprinted with permission from [13].
Copyright 2014 SPIE. (c) Phase image of a neuron imaged using DPM. Reprinted with permission from [15]. Copyright 2014
Optical Society of America. (d) OPD image of a neuron imaged using DPM. Reprinted with permission from [32]. Copyright
2018 Wiley. (e) OPD of a hippocampal neuron imaged using SLIM. Reprinted with permission from [24]. Copyright 2011
Optical Society of America.

corresponding to the x and y components of the
electric field, and Eqs. (3) and (4) becomes more
generally:

E(r) =E0(r) + Es(r), (5)

E(r) =Ax(r)eiϕx(r)ux +Ay(r)eiϕy(r)uy. (6)

The concept of ”the phase of a light beam” is
therefore ambiguous in the most general case.
There are in principle 2 phase profiles. In the
following sections, when describing the theory of
each QPM, we will consider the scalar approxima-
tion, for the sake of simplicity.

2.2 Off-axis techniques

Off-axis techniques involve the interference of
multiple waves, which create fringes on the cam-
era sensor. These fringes are processed using a
demodulation algorithm to retrieve the phase or
wavefront of the light beam. This family includes
DHM, CGM/QLSI, and DPM.

Unlike all the other techniques families
described further on, off-axis techniques are based
on the acquisition of a single image, containing
all the information of intensity and phase. Infor-
mation theory says that if we gain information
somewhere compared with bright field microscopy
(here the phase), we should also loose some infor-
mation elsewhere. Indeed, with this technique
family, this gain in information is always accom-
panied by a loss in image definition (the processed
images have less pixels).

2.2.1 Digital holographic microscopy
(DHM)

The most common QPM method is off-axis dig-
ital holographic microscopy (DHM) [13, 14]. It
consists of a coherent plane wave Eref sent on
the camera sensor at a tilted angle θ (Fig. 2(c)),
in addition to the object beam characterized by
an electric field E. The overlap of tilted illumi-
nations is usually created with a Mach-Zehnder
interferometry configuration. The resulting inter-
ference pattern measured by the camera, called
the interferogram, consists of fringes and reads

I = |E + Eref |2

I = |E|2 + |Eref |2 + 2|E||Eref | cos(kxx+ ϕ),

(7)

where kx = k sin θ. The phase map can be
extracted by a demodulation of the interferogram
image using a Fourier-transform-based algorithm
[34].

2.2.2 Cross-grating wavefront
microscopy

Cross-grating wavefront microscopy (CGM) is a
microscopy technique based on the wavefront
imaging technique called quadriwave lateral shear-
ing interferometry (QLSI), invented and patented
by Primot et al. in 2000 [35, 36]. CGM consists of
implementing a QLSI camera in the image plane of
an optical microscope (Fig. 2(b)) [16, 17]. A QLSI
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Fig. 2 Schematics of the QPM experimental setups investigated in this study. (a) Bright-field microscopy. (b)
Digital holographic microscopy (DHM), an off-axis QPM technique, involving a reference arm. (c) Cross-grating wavefront
microscopy (CGM), a technique based on the use of a 2D diffraction grating placed at a millimeter distance from a camera
(an association called quadriwave lateral shearing interferometry (QLSI)). (d) Diffraction phase microscopy (DPM), an off-
axis QPM based on the use of a 1D-diffraction grating placed in the image plane of the microscope, and a mask placed in
the Fourier plane. (e) Differential phase-contrast (DPC) microscopy, based on the use of a series of tilted illuminations. (f)
Phase-shifting interferometry (PSI), the standard phase-shifting imaging technique. (g) Fourier Phase microscopy (FPM)
and (h) spatial light interference microscopy (SLIM), which are phase-shifting techniques using a spatial light modulator
(SLM). (i) Transport of intensity equation (TIE) microscopy, based on the acquisition of various images acquired at various
focuses. All the setups are shown in transmission because it is more common, but reflection configurations also exist [33].
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camera is composed of a 2-dimensional diffrac-
tion grating placed at a millimeter distance from
a camera sensor. A QLSI grating is designed such
that it diffracts only the 1st orders, creating 4
replicas of the image, separated by a distance a
on the camera sensor [37]. Because the 4 waves
impinging on the camera are not only shifted but
also tilted by the grating, by an angle θ, fringes
appear, just like in off-axis DHM. For the sake
of simplicity and understanding in this paper, let
us consider the interference pattern obtained from
only 2 replicas on the camera sensor, instead of 4:
[17]:

I =
∣∣E(x+ a/2)eikxx + E(x− a/2)e−ikxx

∣∣2
I =I1 + I2 cos

(
4π

Γ
x+ d∇xW

)
, (8)

where W is the wavefront profile, kx = k sin θ,
I1 and I2 are the intensity components, Γ is the
pitch of the grating (grexel size) and d is the
grating/camera distance. The 4-beam interference
equation can be found in the literature [16].

Using a very similar algorithm as off-axis
DHM, not the phase information but the wave-
front gradients, along x and y, can be retrieved by
two demodulations in the Fourier space [37, 38].
The wavefront profile W can then be retrieved
from its two gradients by numerical integration.

Note that the wavefront profile directly equals
the OPD,

W = δ`, (9)

meaning that one does not need to convert the
phase into the OPD like with other QPM tech-
niques. In CGM/QLSI, the measured quantity is
directly the quantity of interest in cell biology,
proportional to the dry mass density (Eq. (2)).

QLSI is not the only technique that is based
on the positioning of an optical element at the
vicinity of a camera, as a means to gain more infor-
mation than |E|2. In particular, a microlens arrays
[39, 40] or a diffusing plate [41] can also be placed
at the vicinity of a camera. Diffuser-based phase
sensing and imaging (DIPSI) uses a simple thin
diffuser to retrieve the wavefront profile of a light
beam [41, 42], with a slightly reduced image def-
inition (i.e. pixels number) compared with QLSI.
Shack-Hartmann (SH) wavefront imaging uses an
array of microlenses to recover a wavefront profile

[39, 43]. The image definition is even lower than
QLSI or DIPSI, making SH imaging rarely used
in microscopy [44]. Light field microscopy (LFM)
also uses an array of microlenses, but to retrieve
another hidden information: the angular distribu-
tion of the light impinging at the sensor plane
[40, 45]. We propose to refer to these techniques as
sensor-proximity techniques, i.e. techniques that
place an optical element close to the camera sen-
sor that redistributes the light intensity profile to
reveal hidden information.

2.2.3 Diffraction phase microscopy
(DPM)

In diffraction phase microscopy (DPM), the cam-
era is replaced by a 1-dimensional diffraction
grating (Fig. 2(d)) [15] optically conjugated by a
4-f system on the camera, placed further along
the optical axis. The Fourier plane of this sys-
tem can be experimentally accessed within the
4-f system, where a transmission mask is imple-
mented. This mask, composed of two holes, cuts
any light but the zero-order spot and one of the
1st-order diffraction spots. Importantly, the diam-
eter of the hole cropping the zero-order has to
be small enough to act as a low-pass filter to
transform the transmitted light into a plane wave,
acting as the reference beam just like in DHM.
At the image plane of the 4-f system, where the
camera is positioned, one beam is coming from
the 1st order, representing the image impinging on
the camera with a tilt angle, and another beam
is coming from the zero-order, acting as a refer-
ence plane wave. The retrieval algorithm is thus
exactly the same as in DHM (Eq. (7)). DPM is
called a common-path QPM technique, because no
external reference arm exists. Here lies the interest
of DPM and common-path techniques, discard-
ing a separate reference arm that is a source of
instabilities.

2.3 Illumination-based differential
phase contrast (DPC)

In microscopy, the term DPC regroup different
techniques that modify either the illumination or
the detection angles to increase the contrast and
retrieve quantitative information. In this paper,
we focus on the most common implementation
in QPM, that is DPC based on the sequential
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acquisition of a set of intensity images, using a
standard bright field microscope, with various illu-
mination conditions (illumination-based DPC).
For this purpose, a DPC microscope involves a
large numerical aperture in illumination (typically
0.25 to 0.4), created by an extended source of light
located in the front focal plane of the condenser
(or far enough from the sample in the case there
is no Köhler illumination) [25, 46]. This extended
source is uniformly switched on in the case of
bright field microscopy (Fig. 2(a)). In the case of
DPC, the light source is cut into two parts about
its center, named left and right (Fig. 2(e)). Each
half of the illumination gives rise to an asymmet-
ric illumination. The two corresponding images,
Ileft and Iright, are acquired. Then, the light source
is split about the orthogonal axis to generate two
other illuminations and two new images that we
name Itop and Ibottom. This set of 4 images are
used to generate the DPC images defined by [25]

IDPC
1 =

Itop − Ibottom
Itop + Ibottom

, (10)

IDPC
2 =

Iright − Ileft
Iright + Ileft

. (11)

The basic idea of DPC is that these image sub-
tractions contain information on the phase gra-
dient, respectively along x and y directions. To
demonstrate this relation, an important assump-
tion needs to be made. First, one needs to consider
the object as a plane of transmittance t(x, y) =
exp(−µ(x, y) + iϕ(x, y)), where ϕ is the phase
image of interest, to be determined. Then, µ and
ϕ have to be small enough so that

t ≈ 1− µ+ iϕ. (12)

This approximation also neglects any cross term
between µ and ϕ. In this condition, one can
define some point-spread-functions in intensity
and phase, namely Habs and Hpha so that the
intensity at the camera plane I can be expressed
using convolutions:

I = B +Habs ∗ µ+Hpha ∗ ϕ, (13)

where B is the (uniform) intensity map at the
image plane measured without object and ∗
denotes the convolution product. Habs and Hpha

are like point-spread-functions (PSFs) in inten-
sity and phase. In this expression, considering an
aberration-free system, only the last (phase) term
depends on the illumination side (right or left,
top or bottom). Here lies the interest of consider-
ing the image subtraction introduced above (Eq.
(10)), which become:

IDPC
1 =

(
Htop

pha −Hbottom
pha

)
∗ ϕ

Itop + Ibottom
, (14)

IDPC
2 =

(
Hright

pha −H left
pha

)
∗ ϕ

Iright + Ileft
. (15)

Note that the denominators of the two right-hand
sides of the equation are supposed to be both equal
to the bright field image. ϕ, the quantity of inter-
est, is then retrieved by a deconvolution algorithm
based on Fourier transforms and a Tikhonov’s
regularization:

ϕ = F−1
[∑

j H̃
∗
j Ĩ

DPC
j∑

j |H̃j |2 + ε

]
, (16)

with H1 = (Htop
pha − Hbottom

pha )/B, H2 = (Hright
pha −

H left
pha)/B, where Ã denotes the Fourier transform

of A: Ã = F(A) and F−1 is the inverse Fourier
transform. ε � 1 is the Tikhonov regularization
parameter. Decreasing its value gives more accu-
rate results but increases the noise level. ε = 10−3

is considered as a good compromise [25, 46]. ε is
the important degree of freedom to consider in
DPC, as it significantly affects the accuracy of the
measurements, as explained hereinafter.

The aim of the article is to compare microscopy
techniques on the exact same microscopes. How-
ever, DPC has never been used with high-NA
objectives, because the NA of the objective has to
match the NA of the illumination. For this rea-
son, in the DPC simulations, as an exception, we
considered an objective NA of 0.4, instead of 1.3.

2.4 Phase-shifting techniques

With phase-shifting QPM techniques, two beams
interfere at the image plane, but without tilt. They
propagate collinearly so that no fringe pattern is
produced. This approach, which looks more nat-
ural and simpler than the off-axis approach, does
not offer the possibility to retrieve the phase from
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a single image acquisition. The missing informa-
tion can be retrieved by acquiring 4 images with
0, π/2, π and 3π/2 overall phase shifts applied to
one of the two beams. Only with such 4 images can
the phase profile be reconstructed. In the follow-
ing, we described the 3 phase-shifting techniques
presented in this article, namely PSI, FPM and
SLIM.

2.4.1 Phase-shifting interferometry
(PSI) microscopy

PSI is an old technique [1, 18–21]. In PSI, a refer-
ence plane wave Eref is overlapped with the wave
crossing the object plane (Fig. 2(f)), just like in
DHM (Fig. 2(c)). However, no tilt is applied so
that the total intensity reads

I(r) =|E(r) + Eref |2

I(r) =|E(r)|2 + |Eref |2

+ 2|E(r)||Eref | cosϕ(r). (17)

The issue with Eq. (17) is that the phase ϕ can no
longer be retrieved from a demodulation around
a carrier spatial frequency. There is no bijective
relation between I and ϕ in Eq. (17), because I
also depends on |E|, which is usually non-uniform.

To lift this limitation, not one, but 4 images
are acquired, Ij∈J0,3K, corresponding to 4 differ-
ent overall phase shifts φj between the object and
reference fields, namely 0, π/2, π and 3π/2:

Ij(r) =|E(r) + Eref exp(iφj)|2

Ij(r) =|E(r)|2 + |Eref |2

+ 2|E(r)||Eref | cos(ϕ(r)− φj), (18)

where φj = jπ/2, j ∈ J0, 3K.

The four images Ij enable the retrieval of the
phase map ϕ using the simple expression [20]:

ϕ = arg
[
(I0 − I2) + i(I1 − I3)

]
. (19)

2.4.2 Fourier phase microscopy (FPM)

FPM is a phase-shifting technique that does not
involve an external reference beam [22, 23]. This
common-path technique only requires a simple
plane wave illumination of the sample via a coher-
ent light source, or a well-adjusted Köhler device,
making this technique adaptable to any optical

microscope without modifying it. Moreover, as a
common-path technique, no temporal coherence is
required and incoherent light sources can be used
a priori. The two beams that interfere with artifi-
cial phase shifts are no longer E and Eref , but E0

and Es, i.e., the incident and scattered fields (see
Eq. (3)). By varying the phase-shift φj between
E0 and Es (see below), multiple images Ij can be
obtained:

Ij(r) =|E0 exp(iφj) + Es(r)|2

Ij(r) =|E0|2 + |Es(r)|2

+ 2|Es(r)||E0| cos(ϕs(r)− φj). (20)

Then, Eq. (19) is used to retrieve ϕs:

ϕs = arg
[
(I0 − I2) + i(I1 − I3)

]
. (21)

However, ϕs is the phase map of the scattered
field Es, not the phase map ϕ of the total field
E. With FPM, one needs another step to retrieve
ϕ compared with PSI, which is given by this
expression:

ϕ(r) = arctan

(
β(r) sinϕs(r)

1 + β(r) cosϕs(r)

)
, (22)

where the β image is defined by β = |Es/E0| and
can also be calculated from the 4 Ij images:

β =
1

4E0

I0 − I2 + I3 − I1
sin(ϕs) + cos(ϕs)

. (23)

Experimentally, while it was straightforward to
specifically apply the 4 phase shifts on the ref-
erence beam in PSI, one has here to apply the
phase shifts only to the incident field Es, which
is challenging because Es and E0 follow the same
path. The assumption in FPM is to consider these
two fields separated in the Fourier plane of the
microscope. Indeed, the center of the Fourier space
is where the light from E0 is focused while the
rest of the Fourier space contains only information
related to the scattered field Es. Thus, it suffices
to apply a phase mask over a tiny area at the cen-
ter of the Fourier plane to specifically apply the
φj shifts to E0, which is performed using a spa-
tial light modulator (SLM) conjugated with the
back focal plane of the objective (Fig. 2(g)). One
will see in this article that this assumption is not
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always valid because some scattered field can be
contained within the central spot of the Fourier
plane, in some cases. Moreover, the use of an SLM
demands the use of a linearly polarised light beam.

2.4.3 Spatial light interference
microscopy (SLIM)

SLIM [24] works exactly like FPM. There is just
a slight difference with the experimental imple-
mentation. SLIM is meant to be adapted on a
Zernike phase contrast (PC) microscope, involv-
ing a ring-like illumination and a special objective
lens containing an annular phase mask. The annu-
lar mask of the objective is aimed to apply a phase
shift of π/2 to the incident light field. The idea
of SLIM is that PC microscopy can become quan-
titative if the phase shift of the annular mask
could be varied and successively set to 4 values,
to turn it into a phase-shifting technique. This is
made possible by conjugating an SLM to the back
focal plane of a PC microscope, applying annular
phase shifts matching the geometry of the phase
mask of the objective lens. Moreover, to avoid
losing too much intensity with a beam splitter,
SLIM benefits from a slightly shifted beam propa-
gation before and after the SLM (Fig. 2(h)). Here
again, we shall see hereinafter than considering
that the annulus contains only information related
to the incident light beam E0 is too strong an
approximation in most cases.

2.5 Transport-of-intensity equation
(TIE) microscopy

TIE microscopy only requires a normal bright-
field microscope. The wavefront information can
be retrieved using a set 3 images captured at 3
different focuses of the sample z (Fig. 2(f)). Here
is the wavefront retrieval procedure.

From the Helmholtz equation governing the
propagation of a light wave A(r)eiϕ(r), one
can derive the so-called transport-of-intensity
equation (TIE), which no longer involves the elec-
tric field amplitude A, but the light intensity I =
A2 [28]:

∇⊥ · [I(r)∇⊥W (r)] = −∂zI(r). (24)

This equation is approximate, assuming that the
light wave is a perturbation from a plane wave

travelling along z. This equation tells how the
transverse gradient of a light beam affects the vari-
ations of the intensity along the propagation axis.
Assuming I and ∂zI are known, this equation has
a unique solution for the wavefront profile W , pro-
vided that I > 0 everywhere in the image plane.
To solve this equation, several methods exist. We
use here the method proposed by Teague [28, 47],
who showed that the vector field I(r)∇⊥W (r)
derives from a scalar potential V :

I(r)∇⊥W (r) = ∇⊥V (r). (25)

Injecting this expression in Eq. (24) gives

∇2
⊥V (r) = −∂zI(r). (26)

This equation in V can be solved using a Green’s
function formalism [47], or a Fourier transform for-
malism [28], which is the approach depicted below.
The calculation of the gradient of a function can
be performed using Fourier transforms:

∇⊥f(x, y) =iuxF−1 [qxF [f(x, y)]] (27)

+iuyF−1 [qyF [f(x, y)]] , (28)

where qx,y are the variables conjugate to x and
y in the Fourier space. Using this transformation,
Eq. (26) can be solved

V (r) = F−1
[
q−2F [∂zI(r)]

]
, (29)

where q2 = q2x + q2y. Finally, injecting this expres-
sion of V in Eq. (25) gives

W (r) = −F−1
[
q−2F

[
∇⊥ ·

(
I(r)−1∇⊥V (r)

)]]
.

(30)
In practice, in TIE microscopy, a conventional

wide-field, transmission microscope is used. Three
intensity images are acquired at 3 different focuses
z = 0, −∆z, and ∆z. Let us name them respec-
tively I0, Id, and Iu. The out-of-focus intensity
images enable the estimation of the image of the
intensity z-gradient, at z = 0:

∂zI = (Iu − Id)/2∆z. (31)

This image is used to compute V using Eq. (29),
and then I0 is used in Eq. (30) to compute the
wavefront profileW . Note that with this approach,
the intensity image is directly measured and given
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Off-axis digitial holographic microscopy

Cross-grating wavefront microscopy (using QLSI)

Diffraction phase microscopy

Differential phase constrast microscopy

Phase shifting interferometry microscopy

Fourier phase microscopy

Spatial light interference microscopy

Transport of intensity equation microscopy

Fig. 3 Technical features of the QPM techniques
presented in this study, namely what they mea-
sure (wavefront or phase), their category (off-axis, phase-
shifting, phase-diversity, or common-path), if they require a
coherent source of light (i.e. cw laser illumination), the typ-
ical number of images required to form a phase/wavefront
image, the number of experimental degrees of freedom, and
the transmittance of the setup. The list of the abbreviations
and their meanings are give below the table.

by I0, without image processing, unlike with
CGM/QLSI or DHM, for instance, that require a
demodulation, implying a loss in image definition
(i.e. number of pixels).

2.6 Comparison of the QPM setups

Figure 3 summarizes the 8 QPM techniques
presented in this study, their relationship to
QPM categories (off-axis, multiple-image, phase-
shifting, etc). Some features are also listed (num-
ber of images, degrees of freedom, etc).

Some techniques require the use of a coher-
ent source of light (i.e. a cw laser), in partic-
ular with techniques that use a reference arm
that do not necessarily have the same length
as the main arm (not common-path techniques),
such as DHM or PSI. Although interferences are

involved in CGM/QLSI, DPM, FPM and SLIM,
these techniques do not need the use of coher-
ent light sources because the beam path is the
same between the different beams interfering at
the image plane.

Figure 3 also displays the number of images
that need to be acquired to construct the
phase/wavefront images. The higher this number,
the slower the technique. In PSI, FPM and SLIM,
although 3 images would be sufficient in theory,
4 images are usually acquired to substantially
improve the signal-to-noise ratio.

Some QPM techniques possess a degree of free-
dom (DoF) that can be adjusted experimentally.
In CGM/QLSI, it is the grating-camera distance.
In DPM, the DoF is the diameter of the 0-order
hole in the mask. In DPC, the numerical aper-
ture of the illumination has to match the NA of
the objective lens, so the DoF is not really a DoF.
DPC rather possesses a numerical DoF, which
is the Tikhonov regularization parameter α, and
which can affect both the trueness and precision of
the measurements. In FPM, the DoF is the diam-
eter of the disc area on the SLM that phase-shifts
the central part of the Fourier space. In TIE, the
DoF is the defocus z between successive acquired
images. As will be explained later, these DoFs are
associated with a trade-off between trueness and
precision.

The last line of this table corresponds to
the optical transmission of the QPM techniques,
defined as the t/t0 where t is the percentage of
photons reaching the camera compared with the
number of photons impinging on the field of view
of the microscope, and t0 is t for a standard,
bright-field transmission microscope (see Fig. 2).
For CGM/QLSI, the transmission is the one of
the grating, in which the opaque lines cover 5/9 of
the area, leading to a transmission of 44%. DHM
loses 50% due to the beam splitter. DPM loses
50% because of the opaque lines of the diffrac-
tion grating, and several 10% more due to the
pinhole. PSI loses 50% because of the beam split-
ter. FPM transmission is 25% because the signal
passes twice through a beam splitter. The trans-
mission of SLIM is 50% because of the use of a
linear polarizer to ensure a linear polarisation on
the SLM [48], and 50% more because the phase
mask in a phase-contrast objective lens usually
also absorbs 50% of the intensity to improve the
contrast. The transmission of DPC and TIE is
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100% because they use a conventional bright-field
microscope, with no additional optical element.

3 Numerical simulations using
IF-DDA

Comparing 8 different experimental techniques
with each other would have been cumbersome
experimentally. Some articles experimentally com-
pare several QPM techniques, but never more
than 3 techniques [29, 30, 49], and not always
on the same microscope with the same cameras,
and sometimes not even using the same magnifi-
cations and numerical apertures [30], making any
objective comparison complicated.

Here, we rather chose to numerically com-
pare QPM techniques, so that we are not limited
by the number of techniques, and we can com-
pare them on strictly equivalent microscopes, on
strictly identical objects.

The numerical tool we use to model the
microscopy techniques is based on the discrete
dipole approximation (DDA) method, a common
approach for electromagnetism simulations [50].
DDA algorithms require the meshing of only the
object, not of the surrounding medium, and can
easily take into account the presence of a flat
interface (on which the sample is lying) [51].
We recently released a home-made DDA tool-
box called IFDDA (for Institut-Fresnel or Idiot-
Friendly DDA) [52, 53], which not only models the
interaction between a light beam and an object,
but also computes the image of this object by a
microscope [52, 54], i.e., the electromagnetic field
at the image plane. It should be noted that all
the calculations performed by the IFDDA code
are made without any approximation within the
vectorial framework.

In all numerical simulations, the incident illu-
mination took the form of a plane wave or a
superposition of plane waves, characterized by
intensity, polarization (linear or circular), direc-
tion (not necessarily at normal incidence), and
wavelength. The modeled microscope in all sim-
ulations involved a 100× magnification, 1.3 NA
objective lens, and a camera with a pixel size of
6.5 µm and a full-well-capacity of 25,000. The only
exceptions were the use of a 60× magnification
exclusively for the neuron, and a 0.4 NA objective
only for DPC simulations.

The program returns the vectorial electric field
of the light at the image plane E, being composed
of the incident light E0 and the light scattered
by the object Es (Eq. (3)). From E, we compute
the theoretical intensity Ith = |E|2, phase ϕth and
wavefront Wth images at the image plane of a con-
ventional (bright-field) microscope (see upper part
of Fig. 4).

While computing Ith from E is straightfor-
ward, computing ϕth or Wth is less obvious. First,
as explained above, computing the phase and
wavefront profiles of an electromagnetic field is not
straightforward when taking into account polari-
sation: There are actually two phase maps, one for
each transverse component of the light beam:

ϕx = arg(Ex) (32)

ϕy = arg(Ey). (33)

In all the simulations we conducted, the scalar
approximation is supposed to remain valid,
because none of the objects are birefringent. Nev-
ertheless, in the simulations, we consider that the
true phase map equals the average of these two
profiles, weighted by the intensity maps:

ϕth =
Ixϕx + Iyϕy
Ix + Iy

. (34)

This expression was derived in the case of CGM
experiments [55], and we used it in this study for
any QPM to determine the true phase profiles ϕth,
and to compute Wth = ϕthλ/2π.

In practice, ϕth can sometimes exceeds varia-
tions of 2π. In that case, an unwrapping algorithm
is necessary. For the simulations presented in this
study, we did not need to use unwrapping algo-
rithms, because all the objects were not optically
thick enough.

In QPM, this initial electromagnetic field E,
originally impinging on the camera in bright field
microscopy, is transformed by optical elements,
such as gratings, masks, and polarizers. To con-
duct the simulations presented in this article,
we upgraded the IF-DDA toolbox so that it no
longer computes only E, but also the transforma-
tions generated by any QPM. More precisely, we
modeled all the optical elements for each QPM
technique (gratings, polarizers, and masks), and
computed the resulting electric field at the camera
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Fig. 4 Computing chart of in silico quantitative phase microscopies using IF-DDA. This chart shows the
numerical procedure, starting from the computation of the light field at the sample plane of the microscope, and its
processing using 8 different QPM microscope models, until the computation of the experimental-like intensity, phase, and
wavefront images. These modelled images are aimed to be compared with the theoretical intensity, phase, and wavefront
images directly calculated from the theoretical light field, as a means to evidence inherent artefacts of specific QPM, or
quantify the noise amplitude on the modelled images, coming from the shot noise on the camera sensor.
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plane. The numerical procedures for all the QPMs
are sketched in Fig. 4. The codes of IF-DDA and of
the QPM add-on are provided on public reposito-
ries [53]. This way, one can compute the raw image
recorded by the camera for each QPM, and process
it to get the phase image ϕ or wavefront image W
using experimental processing algorithms, as if it
were an actual experimental image. We can then
compare the true maps, Ith, ϕth and Wth, at the
image plane and calculated using IF-DDA, with
the so-called modelled maps I, ϕ, and W obtained
by post-processing the raw image captured by the
camera, for each specific QPM. This way, any
inaccuracy inherent to the working principle of
QPM techniques can be evidenced, quantified and
compared.

For the techniques requiring a laser illumi-
nation or a linearly polarized illumination (see
Fig. 3), we used a linearly polarized illumination.
For the techniques using incoherent illumination,
we used a circularly polarized illumination, to
equally distribute the energy over the different
polarisation axes.

Moreover, in the second part of our study, we
numerically affected the raw camera image with
shot noise as a means to quantify and compare
the signal-to-noise ratios and precision of all the
QPM techniques, assuming they are shot-noise
limited. We neglect here other sources of noise,
such as coherent noise (also called speckle noise),
thermal and dark current noise.

Here are more details on this in silico exper-
imental approach, the algorithms of which are
sketched in Fig. 4, technique by technique.

3.1 CGM

To model CGM, we use the in silico procedure
that we recently used and detailed in Ref. [56].
Briefly, we consider a circularly-polarised light
beam impinging on the object at the sample plane
at normal incidence, and compute the resulting
electric field E at the image plane using IF-DDA.

Then, we back-propagate E using a Fourier-
transform algorithm the grating-camera distance
d. We multiply the back-propagated field by the
complex transmittance of a QLSI grating, rotated
by an angle of 53◦ around the optical axis (Oz)
(to minimize Moiré effects), and then forward-
propagate over the same distance d to get the

interferogram recorded by the camera. Finally,
we use an experimental processing algorithm to
compute the intensity I and wavefront image W
from the interferogram. Importantly, since CGM
is not measuring a phase, but a wavefront gradient
that is subsequently integrated, no unwrapping
algorithm needs to be used in CGM. A CGM
algorithm does not yield discontinuities on the
phase/wavefront maps. The related Matlab code
of this specific algorithm is provided on GitHub
[38, 57].

3.2 DHM

To model DHM, we consider a linearly-x-polarised
light beam impinging on the object at the sam-
ple plane at normal incidence, and compute the
resulting electric field E at the image plane using
IF-DDA. Then, at the image plane, we add the
reference beam, as a linearly polarised plane wave
tilted by an angle θ around the (Ox) axis: Eref =
Eref exp(ik · r)ux where k = (0, k sin θ, k cos θ).
The intensity recorded by the camera is then
simply calculated as

I = |E + Eref |2. (35)

Then, the intensity map I is processed using a
DHM algorithm, as if it were an experimental
image, to compute the modelled phase map ϕ.

3.3 DPM

To model DPM, we consider a circularly-polarised
light beam impinging on the object at the sam-
ple plane at normal incidence, and compute the
resulting electric field E at the image plane.

Then, we multiply E by the transmittance of
the 1D grating rotated by 45◦ around the optical
axis (Oz). The pitch of the grating is such that
it corresponds to 3 dexels (pixels of the detector).
The resulting field is then Fourier-transformed
and multiplied by the DPM mask passing the zero
order and one 1st order. We shall call D0 the diam-
eter of the circular crop of the zero order, and
D1 the diameter of the circular crop of 1st order.
We considered that the 4-f system was composed
of two lenses of focal lengths 10 cm. Finally, the
cropped field is back-Fourier-transformed to get
the interferogram recorded by the camera. This
interferogram is processed using a DPM algorithm
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to retrieve the phase image ϕ, which is exactly the
same as the DHM algorithm.

3.4 DPC

To model DPC and its 4 tilted illuminations,
we reproduced numerically what is usually done
experimentally: using an array of point-like
sources of light (like a LED array). We chose a
circular distribution of sources, with a square unit
cell, and with 16 sources along a diameter, leading
to 192 sources in total (see the LED array geom-
etry in Fig. S1 in Suppl. Info.). The size of the
pattern was adjusted so that it produces a numer-
ical aperture of 0.4 in illumination. We ran a series
of 192 numerical simulations, corresponding to all
these incident plane waves, all circularly polarized.
The single, true phase map ϕth is assumed to be
the phase map for normal incident illumination
at zero NA. For each numerical simulation j, the
intensity map Ij at the camera plane is calculated.
Then, these intensity maps are grouped, depend-
ing on which side they belong to (top, right, left or
bottom, see Fig. S1 in Suppl. Info.), and summed
to get the 4 DPC intensity images Itop, Iright, Ileft
and Ibottom, from which the 2 contrast images
IDPC
1 and IDPC

2 are calculated, using Eqs. (10).
The intensity and phase PSFs are calculated using
Eqs. (7) and (8) of Ref. [25]. Then, the phase map
is calculated using Eq. (16).

3.5 PSI

To model PSI, we consider a linearly-x-polarised
light beam impinging on the object at the sam-
ple plane at normal incidence, and compute the
resulting electric field E at the image plane using
IF-DDA.

Then, at the image plane, we add the reference
beam Eref , as a linearly x-polarised plane wave at
normal incidence endowed with a given, uniform
phase shift φ: Eref = Erefe

iφux. The intensity
recorded by the camera is then simply calculated
as I = |E + Eref |2. 4 images are generated, cor-
responding to 4 different phase shifts φ of 0, π/2,
π and 3π/2. These 4 images are then used to
compute the phase image ϕ using Eq. (19).

3.6 FPM

To model FPM, we consider a linearly-x-polarised
light beam impinging on the object at the sam-
ple plane at normal incidence, and compute the
resulting electric field E at the image plane using
IF-DDA. Then, the field is Fourier-transformed
and a phase φ is applied at the center of the
Fourier space, over a circular area. The diameter
D0 of this circular area captures light over an area
corresponding to a numerical NA0 = D0M/f in
the object space, where f is the focal length of
the tube lens. We then inverse-Fourier-transform
the field to get the intensity image recorded by
the camera. 4 images are generated, correspond-
ing to 4 different phase shifts φ of 0, π/2, π and
3π/2. These 4 images are then used to compute
the phase ϕs of the scattered field using Eq. (19),
which is then used to compute the phase image ϕ
of the total field using Eq. (22).

To model a non-zero illumination numerical
aperture (NAill = 0.02), we consider an ensem-
ble of 13 plane waves corresponding to 13 point
sources regularly spaced in the Fourier plane of
the illumination (i.e., at the aperture diaphragm
location of the Köhler illumination);

3.7 SLIM

To model the annular illumination in SLIM, we
run a series of 12 numerical simulations, cor-
responding to various incident plane waves, all
circularly polarized, regularly distributed along a
ring around the optical axis (Oz) at an NA of
0.25. For each of the 12 simulations, the true phase
map is calculated as the phase map referenced
by the phase map of the incident field E0 at the
sample plane. The single, true phase map ϕth is
assumed to be the average of the 12 phase maps.
For each numerical simulation, the E field is com-
puted, Fourier-transformed, and a phase mask is
applied. It consists of an annulus mask, of phase
φ and transmittance τ = 50% (the common trans-
mittance of the phase ring of a phase contrast
objective). The radius of the annulus matches the
NA of the ring illumination (0.25), and its width
is set to a NA of 0.02. The field is then inverse-
Fourier-transformed to get the intensity at the
camera plane. The intensities of all the 12 illu-
minations are summed (incoherent summation) to
get the image recorded by the camera. 4 of such
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images are generated corresponding to the 4 val-
ues of φ: 0, π/2, π and 3π/2. These 4 images are
then used to compute the phase ϕs of the scat-
tered field using Eq. (19) and the β map using Eq.
(23), which are then used to compute the phase
image ϕ of the total field using Eq. (22). Note that
for SLIM, Eq. (23) must be corrected to take into
account the transmittance τ of the phase ring of
the objective: β =

√
τ |Es/E0|.

3.8 TIE

To model TIE, we simulated three intensity
images, Id, I0, Iu of the sample at 3 different focus
values of −∆z, 0 and ∆z. Then, the three images
were used to process the modelled intensity and
wavefront images using the algorithm depicted in
Sect. 2.5.

3.9 Noise simulation

We also studied the presence of noise in OPD
images. Generally, in QPM, the origin of noise
is the shot noise, rather than the reading or
thermal noise, because the camera sensor is usu-
ally well exposed. Shot noise comes from the
discrete nature of light energy (photons) that pro-
duces a standard deviation in each dexel equal
to
√
N , where N is the number of photons col-

lected by the dexel. Consequently, the larger the
full-well-capacity of the camera, the better the
signal-to-noise ratio [56, 58, 59]. For the simula-
tions intended to study the effect of shot noise, we
generated noise of the raw camera images using
the poissrnd function of Matlab, considering a
full-well-capacity of the camera of 25,000.

The only source of noise simulated in this arti-
cle is the shot-noise, inherently present for all
techniques. We are aware that other sources of
noise can be dominant, especially the coherent
noise for techniques requiring laser illumination
We did not simulate this type of noise, but discuss
it further on.

To quantitatively compare the noise level of all
the QPM techniques for a given object, the object
has to be imaged with the same microscope set-
tings (magnification, numerical aperture), and in
the same conditions of illumination (at least the
wavelength), which is the easy part. The more
subtle aspect involves determining the quantity
of light collected by the systems. This parameter
is crucial as it directly influences the amplitude

of noise in the images. It is more subtle because
one can imagine different reference conditions, all
equally justifiable, namely:

(i) Camera full-well-capacity filled in any
acquired image, no matter how many images
the QPM needs to acquire, 1, 3 or 4 (which
corresponds to what is done experimentally,
most of the time).

(ii) Equal number of photons detected by the
camera, and the illumination intensity is
adjusted accordingly for each QPM (to dis-
card the differences in optical transmissions
of the QPMs).

(iii) Equal number of photons impinging on the
sample (makes sense when the limitation is
cell phototoxicity for instance)

These three conventions are not equivalent. Con-
vention (i) is not equivalent to (ii) because phase
shifting techniques and TIE require the acquisi-
tion of several images (resp. 4 and 3), not just
one. Then, (ii) is not equivalent to (iii) because
QPMs have different transmissions (see Fig. 3).
By convention, in Fig. 7, we chose Convention
(ii), because Convention (i) would favor phase-
shifting techniques that acquire 4 images instead
of one, i.e., 4 times more photons leading to a
factor of 2 of noise reduction; and not Convention
(iii) because phototoxicity is usually not an issue
in QPM.

4 Results

This part describes the results of the simulations
related to the 8 QPM techniques (CGM, DHM,
DPM, DPC, PSI, FPM, SLIM and TIE), imaging
4 different objects, namely a gold nanoparticle, a
bacterium, a 2D material, and a neuron (Fig. 5).
These objects have been chosen because they
are commonly studied systems, and because they
cover very different object dimensions. The gold
nanoparticle (Fig. 5(a)) is spherical, 100 nm in
diameter, and immersed in a uniform medium of
refractive index 1.5, to match the experimental
conditions of Ref. [54]. The bacterium (Fig. 5(b))
is 2 µm long, 0.5 µm in diameter, lying on glass
and immersed in water. It is endowed with a
uniform refractive index of 1.38. The 2D material
(Fig. 5(c)) is 8 × 8 µm2 in size, lying on glass,
immersed in water, and designed to create an
OPD of 0.5 nm, similar to the one of graphene
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[60]. The 3D model of the neuron (Fig. 5(d))
was created from an experimental image taken
from Ref. [60]. It was endowed with a uniform
refractive index of 1.38 and the thickness of the
cell was set to yield an OPD that was consistent
with the experimental measurement. Considering
a uniform refractive index within the cell is a
strong approximation, but it is sufficient within
the scope of this study to evidence the limita-
tions of QPMs for such large objects. For the
nanoparticle, bacterium and 2D material, the
parameters of the microscope were λ = 532 nm,
100× magnification, 1.3 NA. For the neuron, they
were λ = 600 nm, 60× magnification, 1.3 NA.

The aim here is to investigate the accuracy of
all the QPMs. The accuracy is normally defined as
the association of trueness and precision. Trueness
refers to any systematic deviation of the modelled

Au Nanoparticle

Bacterium

2D material

Neuron

1 µm

2 µm

8 µm

10 µm

Ø100 nm

2 x 0.5 µm2

8 x 8 µm2

a

b

c

d

0.6 1.1 -12 3

0.8 1.3 -5 25

0.998 1.003 -0.2 0.6

0.7 1.4 -50 200

True intensity True OPD            [nm]

Fig. 5 The 4 objects investigated in this study. (a)
The first column defines their geometry, the second dis-
plays the theoretical intensity images and the third column
displays the theoretical OPD (or wavefront) images.

images from the true images, i.e., bias or artefacts,
while precision refers to inaccuracy measurements
stemming from the noise on the images.

Figure 6 gathers numerical simulations of OPD
images of the 4 objects imaged with 7 microscopy
techniques, compared with the true OPD images
(gray lines labelled ’theory’). Results on PSI are
not included in the figures, for space reasons, but
they are presented in Suppl. Info, Figure S2. In
all these simulations, no shot noise was added to
the raw camera images, in order to focus on the
presence of possible artefacts.

Figure 7 plots similar data, where shot noise
has been added to the raw camera image. This
figure is rather aimed to study measurement pre-
cision, in terms of signal-to-noise ratio. The 5
investigated systems are (i) a blank area, to bet-
ter quantify the noise level, (ii) a 100-nm gold
nanoparticle, (iii) a bacterium, (iv) a 2D material,
and (v) a neuron. Note that for the 2D material,
which features an OPD of only 0.5 nm, 25 images
have been averaged for each technique to yield a
more reasonable signal-to-noise ratio.

The results presented in Figs. 6 and 7 high-
light various levels of noise and deviations from
ground truth among the different techniques. In
order to quantify the degrees of accuracy of all
the QPMs revealed by these simulations, we mea-
sured biophysical quantities from all these images.
Specifically, we determined the dry mass values
of the bacterium and the neuron, the complex
optical polarisability of the NP and the average
OPD of the 2D material. The dry mass values
were evaluated by a pixel summation after tight
segmentation of the cells, and the optical polaris-
ability of the NP was determined according to the
expression given in [54]. These values are plotted
in Fig. 8.

Measurements on the nanoparticle feature the
largest lack of precision, being the smallest object
(Fig. 8(a)). Even, on the noise-free images, the
measurements vary from one technique to another,
not really because of artefacts, rather because of
the presence of diffraction rings making the seg-
mentation more difficult. The nanoparticle does
not feature significant artefacts, for any technique,
as observed in Fig. 6. Similarly, measurements on
bacteria are not affected by artifacts, regardless of
the QPM used (Fig. 8(b)). SLIM just features a
weak underestimation. Measurements are mostly
inaccurate with large objects, such as graphene
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DHM Off-axis digitial holographic microscopy   CGM Cross-grating wavefront microscopy (using QLSI)   DPM Diffraction phase microscopy   DPC Differential 

phase constrast microscopy   FPM Fourier phase microscopy   SLIM Spatial light interference microscopy   TIE Transport of intensity equation microscopy

Fig. 6 Investigation of QPM trueness. 28 numerical simulations of OPD images of 4 different objects, acquired using
7 different wavefront and phase microscopy techniques, on the same microscope. Each column corresponds to a microscopy
technique. Each row corresponds to an object. For each image, a horizontal crosscut passing through the center of the image
is displayed below. The grey lines in the background indicate the theoretical profiles. The experimental setting parameters
are: d = 0.6 mm for CGM, D0 = 20 µm for DPM, ε = 10−3 for DPC, NA0 = 0.02 for FPM, ∆z = 500 nm for TIE. PSI
results are presented in Suppl. Info.

(Fig. 8(c)) and eukaryotic cells (Fig. 8(d)); and
with DPC, FPM and SLIM.

The presence of noise observed in Fig. 7
makes the biophysical measurements more dis-
persed around the true value. To quantify this
dispersion, we conducted a series of 12 identical

simulations, in each QPM/object case, including
random shot noise. The 12 measurements are also
plotted in Fig. 8, so that this figure gives a gen-
eral overview of the accuracy of all the techniques,
in terms of trueness and precision, as a function
of the imaged object. The values plotted in Fig.
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Fig. 7 Investigation of QPM noise amplitudes. 28 numerical simulations of OPD images of 4 different objects, acquired
using 7 different wavefront and phase microscopy techniques, on the same microscope. Shot noise has been numerically
added to each camera image. Each column corresponds to a microscopy technique. Each row corresponds to an object.
For each image, horizontal crosscuts passing through the center of the image are displayed below. The grey lines in the
background indicate the theoretical profiles. In the first Row, σ is the standard deviation on the images, in nm. PSI results
are presented in Suppl. Info.
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Fig. 8 Biophysical quantities extracted from the simulations of Figs. 6 and 7. Each graph represents ground
truth as dashed lines, while solid lines connect values derived from noise-free images. Data points obtained from sets of 12
noisy (ideal, speckle-free) images are denoted by crosses. (a) Plot of the complex optical polarisabilities of the 100-nm gold
NP, measured with each technique. (b) Plot of the dry mass values of the bacteria. (c) Plot of the OPD at the 2D material.
(d) Plot of the dry mass values of the neuron.

8 are given in Suppl. Info. A larger noise affect
CGM and TIE images in most cases, in particular
for bacteria and graphene.

The following sections aim to explain the ori-
gins of all the QPM inaccuracies observed in
Fig. 8. We shall discuss the degrees of trueness
(artefacts) and precision (signal-to-noise ratio) of
each of the microscopy techniques addressed in
this study, one by one.

4.1 CGM accuracy: effect of the
grating-camera distance

All in all, the cross-cuts of the OPD images of
CGM shown in Fig. 6 are in very good agree-
ment with the theoretical profiles. Nevertheless,
one can distinguish a slight discrepancy for the
nanoparticle. The slightly reduced peak ampli-
tude observed on the CGM image comes from the
grating-camera distance (set at 0.6 mm in all the

simulations presented in this Fig. 6). The setting
of the grating-camera distance is not critical, in
the sense that there is no particular value that
makes CGM work. The grating-camera distance d
can be continuously tuned, and the interferogram
remains well-defined, without being blurred by a
Talbot effect, thanks to the 0 − π checkerboard
pattern [35, 37]. Figure 9(a) shows CGM image
simulations of the 100-nm gold nanoparticle for
various grating-camera distances. The results
show that the grating-camera distance must
remain below a critical value to yield accurate
OPD profiles. Above this limit, on the order of 1
mm for common QLSI systems in microscopy, the
OPD amplitude is reduced until a point where 4-
fold symmetry artefacts appear on the image [56].

In CGM, the noise of the OPD images is a
Flicker noise, also called a Brown noise. It is not
a white noise like in most of the other QPM
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Fig. 9 Influence of the grating-camera distance in cross-grating microscopy (CGM) on trueness and pre-
cision. IF-DDA simulations of OPD images acquired with CGM, without (a) and with (b) noise. A cross-cut of the noisy
images is displayed in the third raw. Each row corresponds to a different grating-camera distance, namely 0.2, 0.5, 0.86 and
1.2 mm. 0.86 mm corresponds to the common distance in CGM, measured on a commercial system.

techniques. A Flicker noise is characterised by
a larger amount of low spatial frequencies [56],
which makes it different from any other QPM
technique. More precisely, the power spectral den-
sity of the noise in CGM scales as 1/f2, where
f represents the spatial frequencies of the image.
This noise appears as the main drawback of CGM.
Fortunately, it is weak, and can be removed by
summing images (unlike a speckle noise). How-
ever, a Flicker noise is more difficult to remove
using postprocessing than a white noise.

As observed in Fig. 9(b), placing the grating
further leads to a reduction of the noise amplitude
on the OPD images. Moving the grating from 0.2
to 1.4 mm leads to a noise level varying from 1.7
to 0.30 nm. This observation is in agreement with
the expression of the standard deviation σ of the
noise amplitude derived in Ref. [56]:

σ =
1

8
√

2

pΓ

d

√(
log(NxNy)

wNim

)
, (36)

where w is the full-well-capacity of the camera,
Nim the number of averaged images, Γ the cross-
grating pitch, p the dexel size, NxNy the number

of pixels of the image, and d the grating-camera
distance. The noise amplitude scales as the inverse
of d. Importantly, this 1/f2 non-uniformity in the
spectral domain makes the noise amplitude depen-
dent on the image size Nx × Ny. The bigger the
image, the larger the calculated noise amplitude.
This special feature is not really a problem in
CGM, because, normally, the larger the object,
the thicker it is, like with living cells. However,
in the case of thin and extended objects, such a
low-frequency noise can be problematic. This is
why the OPD values are particularly dispersed
in Fig. 8(c) related to graphene, in the case of
CGM, while they are not in the case of a neuron
(Fig. 8(d)).

However, the grating cannot be placed arbi-
trarily far, as artefacts begin to appear, as pre-
viously explained. In CGM, there exists therefore
a trade-off between trueness and precision when
adjusting the grating position.

CGM is inherently achromatic because it is
sensitive to the shape of a wavefront, rather than
the phase of light. It is commonly employed with
incoherent, broad-band illumination from an LED
or a bulb, sometimes in conjunction with a band-
pass filter. CGM could be used with a laser
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illumination, but it is usually avoided because it
creates the same speckle noise and fringes as the
ones observed in DHM and PSI. There are two
consequences of this. First, there is no other noise
origin than the shot noise. In particular, there is
no speckle noise. The noise level that is observed
experimentally is exactly what is observed numer-
ically in this work [56]. Second, there is always a
non-zero illumination NA. Opening the illumina-
tion NA is likely to create artefacts in QPM, like
with DPM and FPM as explained further on (Figs.
11 and 13). However, it is not the case in CGM,
unless large NA are used (typically above 0.6), as
explained in Refs. [16, 56]. When such artefacts
related to the illumination NA occur, an image
post-processing can be applied to correct for the
artefacts, as explained in [16].

4.2 Accuracy of DHM and PSI

DHM and PSI have similar experimental imple-
mentations (Figs. 2b,f). They represent respec-
tively the simplest implementations of off-axis
and phase-shifting methods, and exhibit perfect,
artefact-free phase images for any system (Fig. 6,
2nd and 4th columns). There are no inherent
artefacts associated with these methods.

These techniques also offer the possibility to
adjust the relative intensities of the two arms, as
a means to improve the contrast of the interfer-
ogram, a benefit that DPM does not possess for
instance.

In the simulation of Fig. 7, DHM exhibits a
very acceptable noise level compared with all the
other QPM techniques. However, our simulations
using IF-DDA aim to quantify the inherent inac-
curacies and noise levels for each system, free from
imperfections. In practice, when using a laser illu-
mination to make an image on a camera, the image
is naturally degraded by a speckle noise and by
fringes. We cannot render this type of noise in our
simulations, because we model perfect illumina-
tions and microscopes. Our numerical simulations
for DHM and PSI are thus better than reality, in
terms of signal-to-noise ratio. However, our simu-
lations are not disconnected from reality because
methods exist to substantially reduce the ampli-
tude of speckle noise in DHM [61] and PSI [62],
which is a very active research line in the QPM
community.
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Fig. 10 Comparison between DHM and CGM. (a)
Phase image of a waveguide acquired using CGM, along
with (b) an horizontal crosscut. (c) Phase image of a waveg-
uide acquired using DHM, along with (d) a horizontal
crosscut. Reprinted with permission from ref [29]. Copy-
right 2018 Optical Society of America. (e) OPD image of
fixed COS-7 cells obtained using CGM (40×, 1.3 NA) and
(f) OPD image of the same cells obtained using DHM
(20×, 0.7 NA). The color bar and scale bar are common
to both figures. Reprinted with permission from Ref. [30].
Copyright 2019 Optical Society of America.

In 2018, Bellanger et al. presented a compar-
ative study of CGM and DHM [29]. One of the
objectives of this article was to experimentally
compare the noise levels of these two techniques.
We reproduce in Figs. 10(a)–(d) their results
on the measurements of the phase profile of a
waveguide. The effect of the coherent noise is vis-
ible on the DHM images. As a result, the noise
level is higher for DHM compared with CGM. In
Figs. 10(e) and 10(f), taken from Ref. [30], also
comparing CGM and DHM, the presence of fringes
in DHM is evidenced.

4.3 DPM accuracy: influence of the
zero-order pinhole

DPM operates on the same principle as DHM. It is
an off-axis technique that generates phase-related
information through interference with a reference
plane wave. However, the implementation is dis-
tinctly different, as it is a common-path method.
In DHM, the reference beam follows a separate
path (Fig. 2(c)). In DPM, the reference beam is
created from a replica of the image itself, in which
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Fig. 11 Influence of the size of the 0-order pinhole in diffraction phase microscopy (DPM) on trueness
and precision. IF-DDA simulations of OPD images acquired with DPM, without (a,c) and with (b,d) noise, along with
crosscuts. While (a,b) correspond to a plane wave illumination of the sample, (c,d) corresponds to an illumination with a
NA of 0.02. Each row corresponds to a different pinhole size, namely 10, 30 and 60 µm.

the lowest spatial frequency is filtered by a pin-
hole in the Fourier space, as a means to get a quasi
plane wave (Fig. 2(d)). The diameter D0 of the
pinhole in the DPM mask is crucial. It has to be
as small as possible, ideally a point, to efficiently
filter all the non-zero spatial frequencies of the
corresponding light profile at the image plane, to
obtain a plane wave acting as the reference beam,
like in DHM. When the pinhole is too large, some
non-zero, low spatial frequencies are transmitted,
and all these low frequencies are subtracted to the
final image, leading to an area of inverted contrast
around the object of interest. This effect is called
the halo effect [49, 63, 64]. The halo effect in DPM
can be observed in the literature (see an exam-
ple in Fig. 1(d)). Such an artefact is also observed
in DPC, FPM and SLIM (Fig. 1(e)) but the ori-
gin is different, as explained in the next sections.
Referring to it as a halo underestimates the issue
because it implies that the problem only occurs
outside the object of interest. However, each time
a halo effect appears, it implies a reduction of the
OPD within the object as well, sometimes called
the shade-off effect [63], affecting the precision
of any quantitative measurements, for instance of
the dry mass of the cell. In Figs. 1(e) and 1(f),

the more problematic shade-off effect is even more
obvious than the halo effect.

Common DPM pinhole sizes reported in the
literature are 10 µm [65, 66], sometimes 15 µm
[67]). Some articles even report pinhole sizes of
100 µm, 150 µm [68], or even 200 µm in [15, 69].
In Fig. 11(a), we show numerical results of a
2D material imaged by DPM with various pin-
hole sizes, ranging from 10 µm to 60 µm, where
the halo and shade-off effects are observed above
D0 = 10 µm. This effect of the pinhole size in
DPM explains why some articles report abnor-
mal OPD-flat eukaryotic cells and some others
not: the introductory Fig. 1(c) looks consistent,
while Fig. 1(d) looks problematic, although both
of them were acquired using DPM.

Figure 11(b) shows the same simulations with
shot noise added to the interferogram. Interest-
ingly, the size of the pinhole does not affect the
amplitude of the noise, at least for this system
consisting of a thin object.

The rule for the pinhole size in DPM appears
to be ’the smaller, the better’ and while gener-
ally sound, it does have limitations in at least
two scenarios, which we elaborate on below: the
observation of thick/large objects and the use of
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incoherent (white light) illumination.

When working with thick, scattering objects,
or objects covering a large part of the field of view,
i.e., with an object scattering a large amount of
the incoming light out from the direction of the
optical axis, the zero-order spot in the Fourier
plane becomes broad, and possibly larger than the
pinhole size. In that case, if small enough, the pin-
hole effectively produces a plane wave, but of weak
intensity compared with the first order. The two
interfering light beams have thus different inten-
sities, leading to poor fringe contrast and thus a
higher noise level.

Some studies reported the use of DPM with
incoherent light sources, an approach called
white-light DPM (wDPM) [69]. DPM can be
much more easily used with an incoherent illu-
mination, compared with DHM, because it is a
common-path technique. In that case, the source
is not a laser, but rather an LED or a bulb, and
the numerical aperture of the illumination cannot
be zero. As a consequence, the spot size in the
Fourier plane (where the pinhole lies) is neces-
sarily broader than with a laser. Regarding the
pinhole size, there are two options: (i) either its
size is big enough to capture this bigger 0-order
spot. In that case, the contrast of the fringes
will be optimized because the 0 and 1st orders
have comparable intensities. However, there is a
risk to capture non-zero, low spatial frequencies
that could create halo/shaded-off artefacts, as
observed in Fig. 11(c) even at D0 = 10 µm; (ii)
or the size of the mask is as small as possible, to
avoid halo/shade-off artefacts. But in that case,
the intensity of the 0-order is strongly reduced
compared with the 1st order, reducing the con-
trast of the fringes and increasing the noise level
on the images, as observed in Fig. 11(d). In white-
light DPM, there is a trade-off between accuracy
and noise, exactly like in CGM with the grating-
camera distance, but for a totally different reason.

Some procedures have been developed to cor-
rect for the halo effect [70], but they are question-
able, because artificially adding some low frequen-
cies where the imaged objects are lying, and they
are not always effective: For instance, in the arti-
cle where Fig. 1(d) was taken, the halo effect is
said to be corrected, but the soma of the cell in
the OPD image still appears empty. In 2021, deep

learning was proposed as a method for correcting
for the halo effect in DPM [71].

4.4 DPC accuracy

The DPC simulations presented in Fig. 6 show sig-
nificant deviation from theory, regardless of the
imaged object. The theory profiles are naturally
different from all the other techniques because
DPC uses a small NA objective (0.4 compared
with 1.3 for the other techniques). For small
objects, the simulated profiles look super-resolved,
while for large objects, there is a halo/shade-
off effect. The two next subsections explain these
observations.

4.4.1 DPC accuracy: influence of the
numerical apertures

The only experimental degree of freedom in DPC
is the NA of the 4-quadrant illumination. It
has been elucidated and experimentally demon-
strated in Ref. [25] that this illumination NA
must align with the NA of the objective lens.
Our IF-DDA simulations confirm this require-
ment. In Fig. 12, we show the image of the neuron
with (Nill, Nobj) = (0.4, 0.4) and (Nill, Nobj) =
(0.4, 0.8). In the latter case, the object totally dis-
appears. This restriction necessitates the use of a
low-NA objective, resulting in reduced spatial res-
olution in DPC compared to all the other QPM
techniques. However, it is important to note that
the effective NA in DPC equals Nobj + Nill, i.e.,
0.8 here. This benefit enhances the initial spatial
resolution by a factor of 2, but it remains low
compared with the case of oil-immersion objec-
tives. It is why the simulated DPC images look
super-resolved in Fig. 6, compared with theory.

4.4.2 DPC accuracy: influence of
Tikhonov regularization
parameter α

The other important degree of freedom in DPC
is not experimental, but numerical. The Tikhonov
regularization parameter ε is an artificial offset
in the denominator of Eq. (16). It avoids divi-
sion by small values to prevent a high noise level.
The side effect of this artificial offset is a damp-
ing of the retrieved ϕ. Reference [25] mentions
that a good compromise is ε = 10−3. It is the
value we used in all the simulations presented in
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Fig. 12 Influence of the objective NA and the
Tikhonov parameter ε in differential phase contrast
microscopy (DPC) on trueness and precision. (a)
Noise-free IF-DDA simulation of the OPD image of a neu-
ron acquired with DPC, with an objective NA of 0.4, and
ε = 10−3. (b) Same as (a), with an objective NA of 0.8. (c)
Same as (c) with ε = 10−5. (d–f) Same as (a–c), with noise.

Figs. 6 and 7. In Fig. 12, we compare images of
neurons obtained with ε = 10−3 and ε = 10−5.
While the halo/shade-off effect is important for
ε = 10−3, it is well reduced for ε = 10−5. This
latter value is therefore more recommended, espe-
cially if quantitative dry mass measurements is
the aim of the study. It, however, comes along
with a high noise level, as observed in Figs. 12d–
f, which can be discarded by average multiples
images, or using a camera with a large full-well-
capacity. With ε = 10−5, the halo/shade-off is
reduced, but some non-uniformity remains in the
background.

4.5 FPM accuracy: influence of the
size of the circular phase mask

Although FPM belongs to the other family of
phase-shifting techniques, it is experimentally sim-
ilar to DPM because it plays with the zero-order
spot in the Fourier plane. However, in FPM,
this spot is the only one in the Fourier space
(no 1st order diffraction spots created by a grat-
ing), and it is captured by a phase mask, the

dimension of which is expressed here in numerical
aperture NA0. This similarity makes FPM suffer
from similar problems as DPM, also leading to a
halo/shade-off effect for some specific values of the
free parameter, here NA0.

In FPM, the phase shifts (of 0, π/2, π, and
3π/2) are supposed to be applied to the unscat-
tered field E0, ideally only present at NA = 0
(point-like spot in the Fourier space). If NA0 is
too large, i.e., if the size of the phase mask cre-
ated by the SLM in the Fourier space is too large,
the phase shifts are not only applied to E0 but
also to a part of the scattered field NAs, the low
spatial-frequency part, artificially incorporating it
into E0, leading to a halo/shade-off effect. This
issue is shown in Fig. 13(a), where such artefacts
appear when the mask size is increased. This effect
is all the more important for objects with low spa-
tial frequencies, i.e., large objects, as observed for
the 2D material or the cell in Fig. 6.

Just like in DPM, one could conclude that
making NA0 as small as possible is the golden rule.
However, it is not always recommended. Indeed,
unlike with DPM, there is a lower limit to the
free parameter NA0 in FPM. NA0 should never
be smaller than the illumination NA, NAill. Oth-
erwise, the phase mask is not capturing the whole
E0 field. If NA0 is too small, such that NA0 <
NAill, then part of the incoming field E0 is not
phase shifted, which creates a halo/shade-off arte-
fact. This problem occurs in particular when using
incoherent (called white-light) illumination. FPM
was demonstrated using white light, a modality
called wFPM [72]. In that case, the zero order is
naturally not a point in the Fourier space. This
problem is observed in Figure 13c, with NAill was
set to 0.02, which is an extremely small value.
For NA0 = 0.015, just below NAill, the signal
is completely lost. This makes a strong differ-
ence with DPM, where reducing the crop never
yields artefacts, and just increases the noise level.
Here, with FPM, artefacts occur systematically
when the phase mask is too large, but also when
it is too small. And sometimes, especially with
wFPM, no phase mask dimension leads to quan-
titative measurements. In Ref. [72], where wFPM
was introduced, we can see that the imaged red
blood cells suffer for the shade-off effect, because
the central part of the RBCs feature a zero OPD
value. RBCs are supposed to exhibit a lower
OPD value in the center, but not a zero value.
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Fig. 13 Influence of the 0-order mask diameter in Fourier phase microscopy (FPM) on trueness. IF-DDA
simulations of OPD images acquired with FPM, without (a,c) and with (b,d) noise, along with crosscuts. While (a,b)
correspond to a plane wave illumination of the sample, (c,d) corresponds to an illumination with a NA of 0.02. Each row
corresponds to a different numerical aperture of the phase mask NA0, namely 0.015, 0.025 and 0.035.

Just like wDPM, wFPM is not recommended
when the quantitativeness of the measurements is
important.

Regarding the noise level, changing the phase
mask size has no effect on the noise level, in
any case, because it does not modify the light
intensity reaching the camera sensor (Figs. 13(b)
and 13(d)). This observation is much different
from what happens in DPM, where a reduction
of the hole size in the Fourier plane decreases the
fringe contrast and thus increases the noise level
(see Fig. 11).

4.6 Inherent inaccuracies of SLIM

In general, in our simulations, what is assumed to
be the theoretical OPD profile (i.e., the ground
truth) is the OPD profile under plane wave, nor-
mal illumination. The first problem with SLIM
is that the illumination is not a plane wave, and
not normal. SLIM involves an annular illumina-
tion. The question of what the definition of the
true OPD should be is thus raised. In the IF-
DDA simulations related to SLIM, the annular
illumination is composed a 12 tilted plane waves
regularly distributed along a circle in the Fourier

plane at an NA of 0.25. We considered the the-
oretical OPD to be the average of the 12 OPD
images calculated using IF-DDA, corresponding to
12 titled plane wave illuminations. This average
OPD slightly differs from the OPD obtained under
normal incidence (see the solid ’theory’ grey lines
in Fig. 6 for the nanoparticle simulation, com-
pared with the other theoretical profiles on the
same row). The numerical simulations show that
SLIM tends indeed to measure this average OPD
(Fig. 6). However, this quantity can differ from
what would be measured using any QPM based
on a plane wave illumination.

The second problem with SLIM is the
halo/shade-off effect [73]. The origin of the effect
is exactly the same as in FPM (see previous
section 4.5). SLIM encounters difficulties as soon
as objects cover a large part of the field of view,
because large objects feature low spatial frequen-
cies that tend to overlap with the phase mask.
The problem with SLIM is even more important
compared with FPM, because in SLIM, one can-
not play with the size of the mask. First, it has
an annular shape, and then its dimensions has
to match the dimensions of the annular phase
mask of the phase-contrast objective lens. And
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second, this objective’s annular phase mask is far
from being infinitely thin. While halo artefacts
can be avoided in FPM using a laser illumina-
tion and small enough a phase mask, SLIM is
thus bound to feature important halo effects for
large objects. Figure 6 illustrates this problem,
where artefacts are visible for large objects such
as the 2D material and the cell. Note that we used
a width of 0.02NA for the annular mask, which
is much better than the specification of phase
contrast objectives (rather on the order of 0.1).
Nevertheless, artefacts are still observed. It also
explains the artefact observed in the experimen-
tal measurement of Fig. 1(e). Unlike FPM, where
the size of the 0-order phase mask can be reduced
in size, there is no degree of freedom in SLIM,
and one has to live with this artefact. SLIM looks
more suited to characterise small objects, like bac-
teria or nanoparticles (see Fig. 6). In the scope of
this article, we focus on 4 systems of interest with
various sizes. A more thorough study could inves-
tigate the magnitude of the halo-shadow effect as
a function of gradual increases of the object size
and optical thickness.

Numerical methods have been developed to
correct for the halo effect [70, 73]. However, they
consist of adding a blurry image to the image, to
artificially add some low frequencies and visually
improves the rendering of the image. However, the
claim that this trick recovers the true OPD image
is not obvious, and this method tends to correct
only the halo effect and not the shade-off effect.

4.7 Effect of the defocus parameter
in TIE

In TIE, three intensity images need to be acquired
at various focuses (−∆z, 0 and ∆z) to reconstruct
an OPD image [74]. Figure 14(a) displays OPD
images generated by TIE on a nanoparticle. In
general, the smaller ∆z the better. At distances
larger than 0.5 µm, the OPD spreads and becomes
underestimated. For larger objects, like the neu-
ron in Fig. 14(b), larger defocus parameters can
be used. The only issue is a loss of spatial resolu-
tion [74], which is evidenced by closely looking at
the neurite in Fig. 14(b). Unlike FPM or DPM,
there is no creation of artefacts with TIE when
increasing the free parameter. It just yields a loss
in spatial resolution.

Figure 7 evidences a much higher degree of
noise for TIE compared with the other QPMs.
The reason is certainly that, unlike all the other
QPMs, TIE is not an interferometry technique,
in the sense that the phase map does not arise
experimentally from an interference mechanism.
TIE images simply arise from the subtraction of
quasi-identical intensity images, Iu and Id (Eq.
(31)), making the resulting image very sensitive
to shot noise from the beginning of the algorithm.
Moreover, TIE primarily measures the Lapla-
cian (2nd derivative) of the wavefront (Eq. (24)),
while CGM measures the gradient (1st deriva-
tive). Thus, two integration steps are required
in TIE, which leads to a high amount of low-
frequency noise (∼ 1/f4), much more than CGM
(∼ 1/f2). As a consequence, this technique is not
particularly suited a priori for imaging small or
thin objects, such as nanoparticles or 2D mate-
rials. However, the technique performs nicely for
eukaryotic cells. Figures 14(c) and 14(d) show
images of a nanoparticle and a living cell. To
faithfully image a nanoparticle, the defocus has
to remain below ±0.2 µm, making the image very
noisy and not really exploitable. However, for large
and thick objects, such as eukaryotic cells, the
defocus can be much larger without creating arte-
facts in the images. The drawback is rather a loss
of spatial resolution on the images. This is a strong
difference with other QPMs such as FPM or CGM,
where the setting of the parameter comes along
with a trade-off between trueness and precision.

5 Other comparison
parameters

5.1 Instabilities

A problem that is not represented in our numer-
ical simulations is the instabilities, which are
defects that are not inherent to the technique, but
coming from experimental imperfections (air flow
on the setup, temperature variations, vibrations).
Sometimes, they can be the main source of mea-
surement inaccuracies. This is important because
imperfection can substantially contribute to the
image quality for some techniques, especially in
DHM. Because there is a spatially separated arm,
differences can happen between the two arms,
and because of the sensitivity of interferometry
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Fig. 14 Influence of the defocus variation on the image reconstruction accuracy in transport-of-intensity
equation microscopy (TIE). (a) Noise-free images of a nanoparticle imaged by TIE as a function of the defocus ∆z,
along with horizontal cross-cuts. (b) Same as (a) for a biological cell. (c,d) Same as (a,b) with shot noise.

measurements, even weak and unavoidable pertur-
bations such as air flow, temperature variations or
vibrations can substantially affect measurements
using DHM, and even more using PSI, which is
not single shot.

This problem explains the emergence of
common-path techniques, which remain interfer-
ometric but discard the presence of a reference
arm, such as DPM or CGM. These techniques
are much less sensitive to external perturbations
because the two interfering beams propagate along
a common path. In CGM, the interference between
the four diffracted beams occur over the caged
millimetric distance between the grating and the
camera, where there is no air flow. For CGM
homemade systems using a relay lens, there may
be a flow creating instabilities, but they can be
easily discarded by shielding the beam path with
tubes.

For techniques requiring multiple acquisitions
(PSI, FPM, SLIM and TIE), the sample move-
ments (including thermomechanical drifts) can be
a major source of error. Parallelized acquisition
to simultaneously measure the required multiple
images has been proposed for TIE to overcome
this limitation [75].

5.2 Image noise

We have explained that CGM and TIE feature
a high degree of noise level, because they rely
on integration steps that enhance low-spatial-
frequency noise (Flicker noise). However, this type
of noise can be arbitrarily reduced by averaging
imaging.

The other source of inaccuracies that cannot
be taken into account in numerical simulations is
the speckle noise, that occurs as soon as a laser
illumination is used. It is the case in DHM, PSI,
and in general for any QPM based on the use of
two arms.

Unlike shot-noise, or Flicker noise, a speckle
noise cannot be eliminated by averaging images.
This noise is random in space, not in time, which
is why it is particularly problematic.

Some approaches have been developed, both in
DHM [61, 76–79] and PSI [62], to reduce speckle
noise, including optical and numerical methods.
For instance, a noise reduction can be achieved
with different positions of the camera or of the
object, by using different longitudinal laser modes,
or by using a tunable light source [61, 79]. Also,
the use of a partially coherent source is possible in
DHM, as long as some caution is used [76, 80, 81]:
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the separate paths of the object and reference
arms have to be carefully matched to obtain con-
trasted interference. For this reason, four identical
microscope objectives (two condensers and two
objectives) have to be used, doubling the cost of
already expensive elements of the microscope [81].
Moreover, conventional DHM, using a tilted mir-
ror like in Fig. 2(c), would fail in producing a
contrasted interferogram throughout the full field
of view, because the optical path difference cannot
be uniform. The trick consists in using a grat-
ing instead of a tilted mirror [81]. Commercial
offers propose DHM systems with incoherent light
sources, adjusted path lengths and grating. This
second constraint is lifted when using PSI [62],
because PSI does not require a tilt. In summary,
using incoherent light is DHM remains complex,
costly and marginal.

5.3 Speed

Some QPMs require the acquisition of several
images to reconstruct a single OPD image. It
is the case of phase-shifting techniques (PSI,
FPM, SLIM), which acquire 4 images, DPC which
requires at least 4 images as well, and TIE, which
requires 3 images. Note that more than 4 images
can be acquired with DPC, to avoid possible 4-
fold symmetries on the phase images [25]. Also,
more than 3 images in TIE can be acquired to
improve the signal-to-noise ratio. And 3 images
could be sufficient in phase-shifting techniques in
theory, but 4 is highly recommended to gain in
signal-to-noise ratio. Multiple acquisitions make
the study of dynamical processes more compli-
cated if they are fast. The speed of all the other
QPM techniques (CGM, DPM, DHM) just equals
the camera frame rate, and are considered fast for
this reason.

Note that a reduced speed, due to the acqui-
sition of multiple images, is usually not a strong
drawback when investigating physical samples or
even cells in culture, where the dynamical pro-
cesses are usually slow.

5.4 Simplicity/compactness

DHM or PSI require the full modification of a
microscope, both in illumination and detection.
They do not qualify as compact.

However, CGM just consists of a simple cam-
era, to be implemented in the port of a standard

wide-field microscope. It is the most compact
QPM technique one can think of.

TIE also consists of using a simple micro-
scope the way it is. No additional bulky system
is required. It is thus particularly simple and cost
effective.

DPC requires the implementation of a LED
array in place of the illumination.

DPM, SLIM and FPM systems are more bulky,
but they also consist of add-on modules to be
adapted on the port of optical microscopes.

5.5 Chromaticity

The ability to vary the illumination wavelength,
or the ability to use broadband illumination are
valuable assets in QPM, but not all the QPM
techniques have these abilities.

As soon as an SLM is used, i.e. with FPM or
SLIM, a specific wavelength (or tight wavelength
range) has to be used, matching the calibration
of the SLM. FPM and SLIM are thus not likely
to easily conduct wavelength-dependent studies.
However, SLIM does not require a laser illumina-
tion. DPM and FPM can also use incoherent light
sources, modalities called wDPM [69] and wFPM
[72], but at the cost of a reduced accuracy (see
Sects. 4.3 and 4.5).

Techniques based on laser illumination, such as
DHM or PSI, are also not likely to conduct wave-
length dependent studies because wavelength-
adjustable lasers in the visible range and much less
common and more expensive than monochroma-
tors. Some implementation of DHM with incoher-
ent light exist, but are more complex, more expen-
sive and less popular, as explained in Sect. 5.2.
Monochromators and wavelength-dependent stud-
ies can however be straightforwardly conducted
using CGM or TIE.

5.6 Absolute/relative measurements

There exist two QPM families, those actually
measuring phase, and those rather imaging wave-
fronts (see first line of the table in Fig. 3).
The wavefront imaging techniques are CGM and
TIE. Because they firstly image wavefront gra-
dients that are eventually integrated, an addi-
tive constant appears, making the measurements
not absolute. In other words, the OPD map
is obtained to within a constant. Consequently,
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CGM and TIE are not sensitive to global varia-
tions of the phase over the field of view, also called
a piston. Indeed, in TIE, a global phase varia-
tion does not modify any of the acquired intensity
images Iu, Id and I0, precisely because they are
intensity images. In CGM, a global phase vari-
ation does not modify the spot-array pattern of
the interferogram. Albeit a phase imaging tech-
nique, DPC also provides relative measurements
because it primarily measures phase gradients.
Indeed, DPC is not interferometric and any pis-
ton does not modify the set of regular intensity
images acquired with DPC. However, in DHM for
instance, progressively varying the global phase
over the field of view results in a progressive fringe
shifting in the interferogram. Thus, CGM and TIE
(wavefront imaging techniques) provide wavefront
profiles to within a constant, while phase imag-
ing techniques are capable of measuring absolute
phase variations, in theory.

However, getting the phase/wavefront to
within a constant is not a limitation in most appli-
cations, especially in cell biology. For instance, dry
masses can be still easily measured in CGM con-
sidering that the outer boundary of the object in
the OPD image is zero [31, 82, 83].

5.7 Polarisation

Some samples can be birefringent, meaning that
their refractive index depends on the polarisation
of the incident light. It is the case of collagen
fibers, or anisotropic nanoparticles for instance.
Birefringence characterisation is possible using
techniques such as CGM [55, 84] or DHM [85] by
rotating the polarisation of the incident illumina-
tion, or by implementing a polarizer in detection.
However, any QPM based on the use of an SLM
(i.e. SLIM and FPM) cannot study birefringence
because an SLM requires a linearly polarised light
beam along a given direction.

5.8 Spatial resolution and image
definition

CGM, DHM and DPM belong to the same family
of off-axis QPMs. They all rely on the acquisition
of an interferogram, characterized by fringes, from
which the OPD image can be retrieved from a sin-
gle image, at the cost of a reduction of the number
of pixels of the image, compared to the camera raw
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achromaticity
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transmission
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Fig. 15 Comparison of QPM features. (a) Designa-
tion of the features of the radar charts. (b) Radar chart of
the 8 QPM techniques.

image. One usually has an area of 3 × 3 pixels of
the raw image (interferogram) that corresponds to
1 OPD pixel [17, 56]. This reduction of image def-
inition does not necessarily lead to a reduction of
the image resolution. If the microscope oversam-
ples the object, then the diffraction limit can still
be reached [59, 86, 87].

On the contrary, DPC, PSI, FPM, SLIM, TIE
do not gain information by sacrifying some image
definition, but by acquiring multiple images. Thus,
with these techniques, the processed OPD and
intensity images have the same number of pixels
as the raw camera image.

DPC is special in the sense that it requires a
low-NA objective, typically with a NA value of
0.4. Since the illumination NA has to match the
objective NA, the effective NA in DPC is twice
as large, i.e. 0.8. However, it is still smaller than
what the other QPMs can do. The spatial reso-
lution in DPC is thus usually poorer than with
other QPMs.

6 Summary

The aim of the article is twofold, (i) present and
share a numerical toolbox tailored to modeling
any QPM, and (ii) draw comparisons between
important QPM techniques, as a guide to help the
reader find their way in the field of QPM and select
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Fig. 16 Summary of the main QPM benefits and drawbacks.

the most appropriate technique for their particular
application.

Figure 15 visually summarises the results in
the form of radar charts, as a means to better
compare the features of all the 8 QPM techniques.
9 parameters are included, namely the precision
and the trueness (following the results described

in Sect. 4), and the simplicity, chromaticity, abso-
lute nature of the measurements, transmission,
speed, stability and image definition (following the
results described in Sect. 5). Evaluations are made
on 3 grades, following the results and the discus-
sion presented in this article. Not all parameters
are equally important. For instance, while noise
and trueness are parameters of major interest, the
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possibility to perform absolute measurements is
rather marginal. As a consequence, one cannot
visually consider the total area of the charts as a
total score. For instance, the pattern of DHM is
quite tight compared with the others, while it is
one of the most popular QPM. The main draw-
back of DHM is the speckle noise, which can be
suppressed only with costly and complex setups.

It is worth comparing DPM and CGM, which
are the two grating-based techniques. The basic
version of DPM does not offer clear benefits com-
pared to CGM. The noise of DPM is just better in
theory, but in practice it suffers from speckle noise.
However, DPM presents interest when accessing
Fourier space is necessary, like in this implementa-
tion of single-shot, two-color phase measurements
[88].

The SLIM chart is geometrically nested within
the FPM chart, the two PSI methods based on
the use of an SLM, meaning that SLIM does not
offer real benefits compared to FPM. It is also
not obvious what the interest of SLIM is com-
pared with phase-contrast microscopy, especially
for eukaryotic cells. The official interest of SLIM
is to turn phase-contrast images into quantitative
OPD images. But as demonstrated in this study,
images of eukaryotic cells are hardly quantitative
in SLIM.

In general, the appropriateness of a method
compared to another also depends on the imaged
object. For large objects such as eukaryotic cells
(neurons, red blood cells, cancer cells, etc), we do
not recommend DPC, FPM and SLIM if quantita-
tive dry mass measurements are the aim, because
of halo/shade-off effects that tend to underesti-
mate the dry mass.

As a means to summarize the results in a less
visual but more detailed manner, Fig. 16 presents
a table that includes brief comments on all the
features of all the QPM techniques described in
this article.

Finally, note that our numerical tool could
also be used to compare 3D tomographic recon-
structions provided by various QPM techniques.
Indeed, IF-DDA can calculate the total field in
any defocused plane with respect to the micro-
scope focal plane, and for any illumination angle.
With such data, 3D reconstructions can be easily
studied.

Funding. This project received funding from
the European Research Council (ERC) under
the European Union’s HORIZON Research and
Innovation Programme (proposal number no.
101101026, project MultiPhase) and from the
European Union’s Horizon 2020 research and
innovation program under the grant agreement
No 848645 (project SPECIPHIC). GB thanks R.
Yuste for his support and feedback on this work.

Data availability. Most of the raw
data that support the findings of
this study are openly available in at
https://zenodo.org/doi/10.5281/zenodo.10888480.
All data required to reproduce the results can be
obtained from the corresponding author upon a
reasonable request.

Code availability. The Fortran, C++ and
Matlab codes used in this study are accessible on
the internet:

• The IF-DDA toolbox to compute rigorously
the image of an object through a microscope
can be downloaded from gitlab [53] or from
the webpage:

https://www.fresnel.fr/spip/spip.php?
article2735&lang=fr

Two codes are available; one where objects
are in free space and the other where objects
may be in the presence of a multilayer. This
is the one used in this article to take the
substrate into account.

• The Matlab add-on to the IF-DDA tool-
box to implement the QPM configuration is
accessible from github [89].
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sion contains supplementary material available at
https://xxxxxxxxxxxxx.
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P. Marquet, and R. Vallée. Comparative
study of quantitative phase imaging tech-
niques for refractometry of optical waveg-
uides. Opt. Express, 26:17498–17511, 2018.
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