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Abstract

This paper deals with an approach to provide non-invasive characterization of
inhomogeneous targets from knowledge of a transient scattered field. This last
one is measured by using only one source, which radiates a Gaussian incident
pulse. The problem is addressed in the frequency domain rather than directly in
the time domain and the reconstruction capabilities of the proposed strategy are
verified against experimental data. The experimental setup provides stepped-
frequency data measured on a large spectrum support, with a small frequency
step. Therefore, it is possible to synthesize pulses with different shapes. This
allowed us to test the performance of the proposed inversion strategy. The
presented results show that the reconstruction procedure takes advantage of the
large spectrum of the incident pulse.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The use of electromagnetic waves to retrieve the properties of an otherwise inaccessible
object is of interest in many applicative contexts wherein non-invasive and non-destructive
investigations are required, such as for instance geophysical and geological probing [1],
monitoring of subsurface services and so on [2, 3]. However, the imaging of unknown objects
from knowledge of their scattered field is not a straightforward task. As a matter of fact, due to
the analytical properties of the kernel of the scattering operators [4], an ill-posed problem has
to be solved [5]. In addition, due to multiple scattering effects [4], the solution of the inverse
scattering problem is further complicated by the nonlinearity of the relationship between data
(i.e. scattered fields) and unknowns (permittivity and/or conductivity distributions). As a
consequence, during the years, considerable efforts have been put into the derivation of robust
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nonlinear optimization schemes and several approaches have been proposed. A review of the
most effective strategies is given in [6, 7], where their reconstruction capabilities have also been
tested against experimental data. Generally speaking, in the commonly used strategies, the
inverse scattering problem is cast as an optimization problem wherein parameters of interest
are iteratively built up by minimizing a properly defined cost functional, which is a nonlinear
function of unknowns. Since one has to deal (but for some special cases) with a very large
number of unknown parameters, the use of global optimization strategies is not usually viable
because of the large computational burden. Hence, one has to rely on ‘local’ techniques, which
strongly depend on the initialization and can therefore be trapped into a local minima of the
(nonlinear) cost functional, i.e. into a false solution of the problem. Several strategies using
a‘manageable’ degree of nonlinearity have been developed, among which the quadratic model
[8] and the modified gradient approaches [9, 10] are worth mentioning. These strategies
require a multi-view—multistatic measurement configuration, i.e. data collected by several
receivers, which measure the field scattered by the system under test when a large number
of source points are used. However, the quality of the reconstruction usually deteriorates
when only a reduced amount of illumination views of the investigated domain is available.
In this paper, we propose an inversion procedure to retrieve the unknown permittivity profile
from the measured scattered transient field when only one electromagnetic source is used.
Such a source radiates a Gaussian incident pulse, whose time duration as well as the central
frequency of its spectrum can be properly chosen. This kind of source is commonly used in
the synthetic aperture radar system for subsurface monitoring [11]. By taking into account the
Parseval theorem, the inverse scattering problem is formulated in the frequency domain rather
than directly in the time domain and it is solved by means of an inversion procedure, which
belongs to the class of the modified gradient methods [9, 10, 12]. In particular, we adopted
the approach described in [13, 14] and referred to therein as the modified® gradient method
(M? CG) or a hybrid method. A proof of the effectiveness of the inversion procedure is provided
by processing experimental data. In particular, we show how the achievable performances may
depend on the incident pulse shape and that the accuracy of the final result may be improved
by using a wide-band pulse. This paper is organized as follows. The reference geometry,
the adopted notations and the electric field integral equations (EFIE) are given in section 2.
Therefore, a definition of the inverse scattering problem and a brief description of the adopted
iterative imaging strategy are provided in section 3. In this last one, the method adopted
to define the initial guess of the minimization scheme is also explained. Section 4 aims at
describing both the experimental setup and the considered targets used to collect the data.
Since the use of a large number of receivers and a very narrow frequency step, increases the
measurement time without actually increasing the amount of available information, section 5
provides some considerations on the number of receivers and frequencies, which are really
necessary to collect independent data. Finally, the results provided by the inversion procedure
are presented in section 6. Conclusions follow.

2. Statement of the problem

Consider the reference scenario sketched in figure 1, wherein Q2 denotes the investigated
domain and I' the measurement curve. Two-dimensional targets of arbitrary cross section are
embedded into a homogeneous medium whose electromagnetic constants are gy and (o (&
and g being the permittivity and permeability of the vacuum, respectively). The considered
materials are assumed to be non-magnetic (4 = o) and following an Ohmic dispersion model.
Therefore, the objects are characterized by a complex permittivity e.(r) = €(r) —io (r)/w (e(r)
and o (r) being the permittivity and the electrical conductivity, respectively, at the position r).
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Figure 1. Geometry of the problem.

A right-handed coordinate frame (O, u,, u,, u;) is defined. The z-axis is parallel to the
invariance axis of the objects and the position vector OM can be written as OM = r + zu,.
The scattering system is illuminated by a single source, which radiates a transient field.
In particular, we consider a Gaussian pulse shape F(¢) whose spectrum is centered at
the frequency fy and of time duration r. The expression of this pulse shape is given in
equation (1),

(t—1)?

2

F(t) «exp [—16 } sin(27w fot). (D)
By virtue of the Parseval theorem, solving the scattering problem in the time domain is
equivalent to solving it in the frequency domain provided that the fields are replaced by the
corresponding time-harmonic ones and the involved frequency range is accurately sampled
according to the Nyquist theorem. Therefore, for each frequency f,, the problem may be
expressed by means of the following two coupled integral equations [15], wherein the time
factor exp(iw,t) has been omitted:

EP(rel) = ké’p/‘ GP(r,v)x?(rYEP(r") dr/, ()
Q

EP(re Q) =EF (r)+ kéqp/ Gl (r,x)x?()E?(¥') dr'. 3)
Q

In equations (2) and (3), G” represents the two-dimensional Green function [15], ko, , is the
vacuum wave number for the frequency f,. The fields Ej,, E; and E denote the incident,
the scattered and the total fields, respectively. The contrast function x”(r) = &7 (r)/ey — 1
relates, at the frequency f,, the complex equivalent permittivity in , & (r), to that of the
host medium. Equation (2) is called the observation equation whereas equation (3) is the field
equation. They can be rewritten in a compact form by using symbolic operator notation:

El =K'y"E”, )
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E? = EP +GPxPEP, 5)
where G? : L*(Q) — L*(Q) and K? : L*(Q) — L?*(") are the internal and external
radiation operators which express, at the operating frequency f,, the scattered field in €2 and
on [, respectively.

3. The inversion procedure

The inverse problem aims at finding the contrast function x such that the transient scattered
field measured on ', EP™*, matches the scattered field E? computed according to
equations (4) and (5). To solve this problem, we adopt an inversion strategy which belongs to
the class of bilinear or modified gradient methods [9, 10], where both the contrast and the total
field in the investigation domain are considered as unknowns. In this way, one mitigates the
overall nonlinearity but increases the number of complex unknowns looked for. In particular,
we propose an iterative approach in which, starting from a suitable initial guess, parameters
of interest are gradually adjusted by minimizing (for each iteration step) the cost functional:

P P
DE. 10 =Wa ) |1+ Wr D[4
=1 p=1
where P denotes the number of frequencies. The residual errors with respect to the state
equation (5), h}}), and the data equation (4), h}f), as well as the normalization terms Wq and
Wr are defined as follows:

L ©6)

h,) = E? — Ef. — G'x"E”, -
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The minimization of the cost functional given in equation (6) is carried out by adopting
the M>GM inversion approach [13, 14]; hence the expansion coefficients for the field and
contrast function are determined simultaneously. Note that a pixel basis representation is used
for both the contrast and the total field. In addition, the contrast function is update along
the standard Polak—Ribiere conjugate gradient direction of the cost functional; whereas the
update direction of the field is properly defined [13, 14]. In order to improve the efficiency
of the inversion procedure, we exploit a priori information stating that the desired electrical
susceptibility must be greater than unity and the conductivity positive. This information is
easily introduced in the inversion scheme by expressing the contrast function as:

2

2_; 1 (10)

wpéo wpéo

xP =g —1-i

where £2 is the electrical susceptibility (s, = 1 + £%) and 5? is the conductivity. These
real functions do not depend on the frequency and represent the actual unknowns of the
inverse scattering problem. Given the above constraints, the initial guess (§y = ng = 0)
must be rejected since it involves vanishing gradients; indeed, the transformation given in
equation (10) introduces a local minima of the cost functional. As a consequence, a different
initial guess has to be considered. In the proposed inversion scheme, the back-propagation
method has been exploited to provide a suitable initial estimation of the contrast (i.e. & and
no). This value has been used in equation (5) to provide the initial value of the electrical
field inside the investigated domain. Mathematical details and additional references on the
back-propagation method are given in [17, 18].
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Figure 2. Measurement configuration.

4. The experimental set-up

The reconstruction capabilities of the inversion scheme described in the previous section
have been tested against experimental data collected in an anechoic chamber of dimensions
(14 x 6.5 x 6.5) m*. The measures have been done by using the arrangement schematized
in figure 2, which works with time harmonic fields. The measurement system allows us to
consider many locations of the transmitting antenna, which could be turned almost around on
a4 m diameter sphere. In particular, the rotation of the source point is simulated by placing the
targets on a rotating plate as sketched in figure 2. Even if multi-view data could be collected,
in this paper we consider data measured by illuminating the scattering targets by means of
only one source, which is located in (x = —1.796 m, y = 0 m), with respect to the coordinate
system introduced in section 2. The receiver remains in the azimuthal plane (O, u,, u,) and,
for practical reasons, its excursion is restricted to the angular range —130° < ®, < 130° on a
circumference whose radius is 1.795 m. The position of the receiver is shifted with an angular
step A®, = 1°, so that the incident field, i.e. the field measured without any object, and the
total field, i.e. the field in the presence of the target, are measured in N,, = 261 different
points. Therefore, the time harmonic scattered field is obtained by subtracting the incident
field from the total one. The measurements were acquired by means of a vector network
analyzer (Agilent-HP 8510) and by using wide-band ridged horn antennas (ARA DRG 118)
as transmitter and receiver. The measurements are performed with 792 frequencies uniformly
distributed from 1 up to 18 GHz. The electrical field is vertically polarized along the z-axis
in the azimuthal plane (O, u,, u,). The considered objects are shown in figure 3. Both of
them are inhomogeneous and have a length equal to 1.5 m; hence they are long enough to
allow a two-dimensional assumption. The first scatterer, figure 3(a), consists of two dielectric
cylinders with the circular cross section located one inside the other one (FoaMDIELINT) [16].
The larger cylinder is made by polyurethane foam (SBF300) and has a diameter of 0.08 m; the
smaller one is of plastic (berylon) and its diameter is equal to 0.03 m. The dielectric constants
of these plastics were measured by means of the commercial kit EpsiMu [19] and were found to
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Figure 3. Targets under test. (a) FQoaMDIELINT object, (b) FoaMDIELEXT object.

be almost constant into the considered frequency range (1-18 GHz). The measured values of
the relative permittivity are &, = 1.45 for foam and &, = 3.0 for berylon; their conductivities
are negligible. The second scatterer is made by the same two dielectric cylinders but in this
case the smaller one is outside and close to the larger one, as shown in figure 3(b).

5. Choice of non-redundant amounts of data

The adopted experimental setup employs many receivers, which measure the electromagnetic
fields in a wide frequency range, which is densely sampled; hence, a huge amount of data
are provided. On the other hand, the question arises about the usefulness of all these data,
or in other words if the available information is redundant or it is effectively necessary to
improve the reconstruction capability of the imaging strategy. In order to give an answer
to this question, it is worth recalling that the properties of the scattered field (i.e. the data
of the inversion procedure) can be deduced from those of the radiation operator K. As
shown in [20], with respect to large scatterers (as compared with the wavelength) and typical
measurement setups, in which both primary sources and measurement probes are placed at
some wavelength apart from the object under test, the scattered field can be represented,
within a given accuracy, with a finite number of parameters. This number depends only on the
electrical size of the scatterer and represents the essential dimension of the space of the data.
Moreover, as discussed in [21, 22] the amount of non-redundant information can be increased
if the transmitting and receiving probes are located in close proximity to the scatterer and if
they can work in a multi-frequency mode. As shown in [23], by virtue of the compactness
of the radiation operator K, the properties of the field radiated from an arbitrary source can
be inferred through the singular value decomposition (SVD) of K. Therefore, let {u,, 0,,, v,}
denote the singular system of K, o, being its singular value and u, and v, the right- and left-
hand singular functions, respectively; the amount of independent data can be easily evaluated
by plotting the singular values o, which are higher than a threshold, whose value depends
on the noise affecting the data, i.e. on the measures accuracy [21]. By taking into account
the above statements, we are able to evaluate numbers of receivers and frequencies, which
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Figure 4. Pulse shape of the incident field. (a) In the time domain, (b) modulus of its Fourier
transform.

are required to collect all available independent information. Let us consider the particular
case in which a Gaussian incident pulse shape defined according to equation (1) is assumed
as an incident field. In particular, we limit our analysis to an incident pulse whose spectrum
is centered at fy = 4 GHz and of time duration T = 0.7 ns. This pulse and its spectrum are
shown in figure 4. Under these hypotheses, the operator K has been defined in the frequency
range 2-7 GHz, i.e. at those frequencies where the spectrum of the incident field is not
negligible, and on a square domain of side size 0.2 m. This last one is the investigating domain
assumed to test the inversion strategy and it is larger than the minimum circle enclosing the
scatterers [21]. As a consequence, the SVD of K provides an upper bound of the essential
dimension of the space of data. As far as the number of frequencies is concerned, it is
worth noting that the Nyquist theorem has to be respected in order to ensure that solving the
inverse problem in the frequency domain is equivalent to solving it in the time domain. By
taking into account the distance between the source point and the receiving probe fixed in the
experimental device (AR & 3.6 m) and assuming a wave velocity at least equal to that of free
space cp, we have estimated that a time longer than 12 ns is required to measure the scattered
field. As a consequence, we have fixed the frequency step equal to §f = 64.5 MHz.?> On the
other hand, to estimate the number of required receivers, terms u,,, 0,,, v, have been evaluated
using a standard numerical procedure and by changing the number of receivers, which are
uniformly spaced on the measurement line. The behavior of singular values is plotted in
figure 5. Since the use of more than 27 receivers does not increase the number of significant
singular values (i.e., those larger than the chosen threshold —20 dB*), one may conclude that
N,, = 27 receivers uniformly spaced in angle on the measurement line I" are sufficient to
collect all the independent data.

3 This step is sufficiently dense to ensure that all the independent data provided by the frequency diversity are taken
into account. This may be proved by observing the behavior of the singular value of K.
4 This value has been fixed by considering the measurement accuracy provided by the experimental setup.
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6. Inversion results

This section aims at testing the proposed inversion approach against data collected by means
of the experimental setup presented in section 5.

Measurements were carried out in the frequency domain; hence the transient scattered
field, which is the datum of the imaging strategy, is determined by weighting the measured
scattered field by the spectrum of a chosen pulse shape and by carrying out the inverse
temporal Fourier transform. The reconstruction procedure also requires knowledge of the
transient incident field into the investigating domain €2. This field has been obtained by means
of a two-step procedure. In order to take into account the radiation pattern of the transmitting
antenna used in the experimental setup, the first step aims at properly weighting the field
radiated in the domain 2 by a line source. The complex weighting coefficient y for a single
frequency has been evaluated by imposing the equality:

EP(r,) = y EX(r,), rerl, (11)

nc nc

where EM™ is the measured incident field on the surface I', E is the field radiated on I by a
line source with unitary current, and r,, denotes the opposite position to that of the transmitting
antenna, i.e. x,, = 1.796 m and y,, = O m. The second step provides the transient incident
field in 2 from the time-harmonic components of the field by applying the same operations
described above with reference to the scattered field.

Since the transient scattered field on I" as well as the incident field in €2 are synthesized
from time-harmonic fields, we may test the effectiveness of the inversion strategy by
using different incident pulse shapes. Limiting our attention to Gaussian incident pulses
equation (1), we have initially considered a pulse whose spectrum has a central frequency
fo = 2 GHz and having a time duration of T = 2 ns. The spectrum of this pulse is plotted in
figure 6(a). Figure 7 shows the reconstructed permittivity profiles related to the FoAmMDIELINT
and FoamDIELEXT, respectively. These reconstructed profiles are to be compared to actual
profiles plotted in figure 3. These pictures show that a quite satisfactory reconstruction is
obtained in the case of the FoamMDIELINT object, but not for the FoamMDIELEXT target. Indeed,
the berylon cylinder is only localized and not correctly characterized. The resolution could
be improved by using a central-frequency hopping approach [24]. However, this approach
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Figure 6. Incident pulse shapes. (a) fo =2 GHz, t =2 ns; (b) fo =4 GHz, t =2 ns.
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Figure 7. Reconstructed permittivity profile using the Gaussian incident pulse having a central
frequency fp = 2 GHz and time duration 7 = 2 ns: (a) FoamMDIELINT (b) FoaMDIELEXT.

requires targets under test to be illuminated successively with different incident fields having
spectra centered at increasing frequencies. The initial guess for the inversion, related to an
illumination, is the final result obtained using a pulse with a lower central-frequency. In the
present paper, we investigate the improvement of the resolution using a single source. We
have then shifted the central frequency fy from 2 GHz up to 4 GHz, keeping unchanged
the choice of the initial guess (the one deduced with the back-propagation procedure). The
spectrum of this pulse is plotted in figure 6(b). By doing so, the inversion procedure is no
longer able to retrieve correctly the FoaMDIELINT object; the reconstructed permittivity profile
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Figure 9. Reconstructed permittivity profile using the Gaussian incident pulse having a central
frequency fy = 4 GHz and time duration t = 0.7 ns: (a) FoaMDIELINT; (b) FoaAMDIELEXT.

is given in figure 8(a). On the other hand, not negligible improvements are obtained with
respect to the FoaMDIELEXT, as shown in figure 8(b). These results can be explained by taking
into account that increasing the frequency not only the resolution power but also the degree
of nonlinearity increases [25]. Therefore, the probability to obtain a false solution, i.e. the
minimization process is trapped into a local minima, is enhanced. As a consequence of the
above considerations, an incident pulse with spectrum centred at fy = 4 GHz and of time
duration T = 0.7 ns has been taken into account; the pulse and its spectrum are given in
figure 4. Since the time duration of the impulse has been reduced its spectrum is significantly
larger than the previous ones. In this way, both low and high frequencies are exploited at
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direction for the target FoamDIELINT for different choices of incident pulse. (a) fo = 2 GHz and
time duration T = 2 ns, which corresponds to the reconstruction presented in figure 7(a); (b)
fo = 4 GHz and time duration t = 2 ns, which corresponds to the reconstruction presented in
figure 8(a); (c) fo = 4 GHz and time duration t = 0.7 ns, which corresponds to the reconstruction
presented in figure 9(a).
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Figure 11. Comparisons between the reconstructed profile and the actual one along the illumination
direction for the target FoamMDIELExT for different choices of incident pulse. (a) fo = 2 GHz and
time duration T = 2 ns, which corresponds to the reconstruction presented in figure 7(b); (b)
fo = 4 GHz and time duration t = 2 ns, which corresponds to the reconstruction presented in
figure 8(b); (¢) fo = 4 GHz and time duration T = 0.7 ns, which corresponds to the reconstruction
presented in figure 9(b).

the same time, then one may preserve the robustness of the inversion approach against local
minima while increasing its resolution power. Therefore, a positive effect on the performances
of the inversion procedure is achieved, as one can state by observing the reconstructed profiles
plotted in figure 9, where both targets FoaMDIELINT and FoaMDIELEXT are accuratlly retreived.
To emphasize improvements offered by the use of a large spectrum incident pulse, quantitative
comparisons between the reconstructed profiles and the actual ones along the direction of the
illumination are given in figures 10 and 11.

Finally, it is worth remarking that only the reconstructed permittivity profiles have been
shown because in all cases a negligible conductivity has been retrieved. This agrees with the
dielectric nature of the scatterers. Moreover, all the proposed results have been obtained by
discretizing the investigating domain €2 into 64 x 64 square cells and by considering only
30 iteration steps. Such a number has been sufficient to achieve the convergence of the
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minimization process. We did not observe any marked changes by continuing the iterative
process.

7. Conclusion

In this paper, the problem of reconstructing the electromagnetic parameters of dielectric
cylindrical targets from a single-view transient scattered field has been addressed. By taking
advantage of the Parseval theorem the problem has been tackled in the frequency domain and an
iterative inversion approach based on the M>MG method has been proposed. The effectiveness
of this strategy has been enhanced by exploiting the a priori information that the materials,
which are usually involved into non-invasive diagnostic applications, are characterized by
an electrical susceptibility greater than unity and a positive conductivity. The reconstruction
capabilities of the inversion strategy have been tested against experimental data collected by
means of an experimental setup which works with time harmonic fields. This allows us to
adopt different incident pulse shapes, even if in this paper we have limited our attention to
Gaussian ones. In particular, we have investigated how the achievable performances may
depend on the time duration of the incident pulse and/or the central frequency of its spectrum.
The results presented in this paper show that the robustness of the inversion procedure against
local minima and its resolution power can be improved by illuminating the targets with a single
pulse having a large spectrum. These results encourage to apply the proposed approach to
investigate complex scenarios such as, for instance, the case of an inhomogeneous background
characterized by none constant electromagnetic parameters. Moreover, the use of two or more
illumination views appears also interesting to investigate in order to further improve the
accuracy of the inversion strategy.
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