Real-time face detection and tracking for vending machine data management
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Abstract – Usually, face detection and face recognition studies are performed in an ideal environment. Moreover, to do face recognition, it is highly recommended to use a high quality 3D camera, at the expense of elevated cost and computational load. We propose an algorithm including face detection, tracking, and identification, to managing video data coming from a vending machine. The acquisition conditions are uncontrollable, and the real-time and cost constraints are harsh. In this context, we reach a good recognition rate of 80%.

1 Introduction

In this paper, we aim at performing data management from videos acquired by a low-cost camera included in a vending machine. Our final goal is two-fold : firstly to determine the number of persons which were present in the field of view of the camera during a certain time-lapse ; secondly to select with the highest probability and following a visual intuition, the current user of the machine.

Face detection and tracking has been a long standing problem in computer vision.

This paper is related to prior work in both face detection and object tracking fields :

In [1], a review of face detection methods distinguishes two wide categories : deformable parts-model (DPM), and rigid templates. DPM exhibit an elevated computational load [1], which is not suitable for the goals of this work. Rigid templates are for instance based on Haar-like features [2], or local binary patterns [3].

To reach both high detection rates and low false alarm rates, the the Viola-Jones detector combines multiple classifiers, using either a parallel architecture [4] or a cascade architecture [5]. In these papers, three main ideas make this face detector run in real-time : firstly, a new image representation called the "Integral image" is introduced, which allows the features used by a detector to be computed very quickly. Secondly, a learning algorithm, based on AdaBoost, selects a small number of critical visual features. Thirdly, a cascade structure permits to reject the majority of candidate sub-windows in the image in early stages of the detector.

In [6] multi-object tracking is performed. The authors propose a criterion denoted ‘multi-object tracking accuracy’ (MOTA) to study the performances of their algorithm. However, they restrict their study to pedestrians.

We notice that, in the previously cited references, face detection or characterization is performed only in rather good, or even optimal conditions. However, in the real-world context considered in this paper, people should be detected and tracked from one frame to another even when they rotate slightly their face from left to right or top to bottom, or if the illumination condition evolve during their movement.

The main contribution of this paper is as follows :
We propose image processing algorithms to manage video data coming from a vending machine. A low-cost camera is placed at the top of the machine, and associated with a PC with limited resources. The novel-most aspects of this work are the following : our algorithms work in real-time to determine the current number of persons in the field of view of the camera and the person with the highest probability of being the current user of the vending machine. We propose an evaluation of the algorithm on a reference video database [7], which, to the best of our knowledge, exhibits such difficult conditions that no tra-
cking but only face recognition (see for instance [8]) algorithm has been performed on it.

The paper outline is the following:
In section 2, we present the hardware, the operating system and the software we are working on. In section 3 we detail the proposed software for people detection and tracking, and for the identification of the current user of the Vending machine. Section 4 presents visual and numerical results of people detection and user identification.

2 Hardware and software materials

In this section, we describe the technical context, i.e. the aimed hardware and the software tools.

2.1 Hardware

The software is meant to be integrated on a Vending Machine equivalent to those which can be found on highway's stations. This machine is equipped with a little 2D camera which has a vertical Field Of View (FOV) of 90° and is linked to the machine's computer via an USB connection. This camera is located in the middle above the machine's screen with an angle which is wide enough to permit it to see people with a height comprised between 1m55 and 2m. The video output of the camera has a resolution of 1240 \times 720 pixels.

The machine's computer is running with a Windows 7 Embedded Operating System and equipped with a Celeron processor @2GHz and a RAM of 4GB.

2.2 Operating system and software

The software are developed using the C++ language and the free computer vision library OpenCV in its 3.0 version. To achieve the lowest possible computing time and for cross-platform purpose, the Boost library is also used in its 1.59 version.

On the one hand, we developp and test our software on a personal computer running a Windows 8.1 Operating System and equipped with a Intel Core i5-4460 CPU @3.20GHz and a RAM of 8GB. Afterwards, the software is run on the aimed computer described previously in subsection 2.1.

3 Proposed algorithm

Figure 1 presents the overall structure of our algorithm, which improves the detection/tracking rate while requiring a low computational load and a reduced memory space. The algorithm is separated in three main parts, i.e. Face Detection, Face Tracking and Data Management. Before processing the frame $t$, the software should be aware of the position of the detections found on the previous frame $t - 1$ and each of these detections has been given a grid of keypoints.

3.1 Face detection

In a simplified but also general manner, the visual aspect of a face is as follows: the eye region is darker than the upper-cheeks, the nose bridge region is brighter than the eyes, and the forehead is brighter than the hair. Hence, they appear as a combination of black and white rectangles. These rectangles are mathematically represented by the Haar features, used in the the Viola-Jones detector. The detector used has been trained using 8,000 training samples, of which 5,000 are face images and 3,000 non-face images [9]. This detector is composed of 25 classifiers. The Viola-Jones method complexity is approximately $O(n)$ with $n$ being the number of pixels in the studied image[10]. Therefore, to lower the computational cost of the algorithm, we only apply the Viola-Jones detector on the whole picture once every 5 frames. On the 4 frames between two complete detection, we only apply the Viola-Jones detector on Regions Of Interest (ROI) chosen accordingly with the previous detections' location.

3.2 Tracking

The tracking part is meant to link the detections found in the current frame $t$ to the detections found in the previous frame $t - 1$. Indeed, a required piece of information is the presence time of each person during some time-lapse. Therefore, the software must be able to detect a person appearance and disappearance in the field of view. Hence the necessity of a multi-object tracking algorithm. The used method is similar to the KLT algorithm [11]. Take the current detection $i$. Its position is compared to the previous detection $j$ to compute the overlapping area. If the overlapping area is considered big enough with the previous detection $j$, then they are consider linked on a spatio-temporal point of view. Therefore, the algorithm assimilates the current detection $i$ as the new position of the previous detection $j$. Then, for each pre-
vious detection which has not been found in the current frame, with this overlapping area criteria, the detection’s keypoints and the Lucas-Kanade Optical Flow [12] are used to find the detection back in the current frame. If the detection is still not found, then the detected person is considered as disappeared from the field of view.

3.3 Data management : User identification

The data management part has two meanings. The first one is to update and save the detections’ information, i.e. appearance time and disappearance time, in an output file. This output file could then be used to study the average presence time of the detected people or even to search the time of the day with the biggest, or the smallest, number of people present in the field of view. The second meaning, and the most important one, is to determine which person in the video is the current user of the vending machine. To do this, we use Eq. (1).

\[ P(D = \text{user}) = A \times B \times C \]  

(1)

with

\[ A = \left( 1 - \frac{D_x - \frac{w_{tot}}{2}}{\frac{w_{max}}{2}} \right) \]  

(2)

and

\[ B = \left( 1 - \frac{D_y - \left( \frac{h_{tot}}{2} - \frac{\bar{D}_h}{2} \right)}{\frac{h_{tot}}{2} - \frac{\bar{D}_h}{2}} \right) \]  

(3)

and

\[ C = \left( \frac{D_{area}}{Area_{max}} \right) \]  

(4)

Where \( D \) is the studied detection, \((D_x, D_y)\) are the detection’s center coordinates, \( D_{area} \) is the detection’s area, \( h_{tot} \) and \( w_{tot} \) are respectively the height and the width of the total image, \( \bar{D}_h \) is the height of an average detection and \( Area_{max} \) is the maximum area a detection can have. The probability \( P \) is the most elevated when the detected face is the biggest, and at the bottom-center of the FOV. Thanks to this method, the software is able to determine which person in the video is the current user with as much precision as the human eye.

4 Results

Our solution has been tested on both the ChokePoint Dataset[7] and a homemade video saved directly from the Vending machine’s camera. The ChokePoint dataset is very appropriate to test the abilities of our proposed methods in a real-world environment, with a large number of persons in the scene, and varying illumination conditions. It has also been used in [8], to analyze the performances of face recognition methods. To the best of our knowledge, it has not been used to test people detection and tracking algorithms yet. Some qualitative results are available on Figure 2, with (a), (b) and (c) being the output of our solution on our homemade video and (d), (e) and (f) the output on a video from the ChokePoint Dataset.

The Multi-object tracking accuracy (MOTA, see Eq. (5)) [13] is used to evaluate the performances of the proposed method.

\[ MOTA = 1 - \left( \frac{\sum_t (m_t + fp_t + mme_t)}{\sum_t g_t} \right) \]  

(5)

where \( m_t \) is the number of misses for frame \( t \), \( fp_t \) is the number of false positive for frame \( t \), \( mme_t \) is the number of mismatch errors for frame \( t \), and \( g_t \) is the number of objects present at frame \( t \).

The quantitative results of the proposed method on the ChokePoint dataset are shown on Table 1. A particular interest should be shown regarding the sequences P2E_S5_C21 and P2L_S5_C21.
as they are the most challenging videos regarding multi-object tracking. Indeed, in these two videos, all the people on the video move towards the camera together.

5 Conclusion

This work is performed in the context of intelligent industrial vision systems. We use Viola-Jones face detector, which interprets the visual aspect of faces as Haar features; we associate the detected faces from one frame to the following through an overlapping surface criterion, and taking advantage of the optical flow computed on keypoints. Finally, we identify the user of the machine, through some assumptions on the visual aspect and the position of his face in the field of view. We exemplify the proposed method on homemade videos and on a reference database: experiments have shown that the proposed method yields elevated tracking accuracy values, an average MOTA of 85%, on videos with around 20 people to be detected. Moreover, the proposed solution also worked on a live stream with a frame rate of 20 fps and a CPU load of 40% on the Celeron CPU used on the vending machine. Therefore, the method can work in a real-time disposition.
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