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Abstract. This paper deals with hand posture recognition. Thanks
to an adequate setup, we afford a database of hand photographs. We
propose a novel contour signature, obtained by transforming the im-
age content into several signals. The proposed signature is invariant to
translation, rotation, and scaling. It can be used for posture classifica-
tion purposes. We generate this signature out of photographs of hands:
experiments show that the proposed signature provides good recognition
results, compared to Hu moments and Fourier descriptors.
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1 Introduction

Gesture and posture classification yield many applications in human-computer
interaction. We focus on hand posture characterization. Some descriptors have
been proposed, which exhibit invariance properties, but skip some details of the
hand contour to ensure a low computational load. To overcome this limitation,
we seek for a method exhibiting a resolution of one pixel.

1.1 Overview on Hand Posture and Gesture Classification

Systems that employ hand driven human-computer communication interpret
hand gestures and postures in different modes of interaction depending on the
application domain. Previous works have concentrated on hand gesture classi-
fication [1,2], where gesture command is based on slow movements with large
amplitude (see for instance in [2] the twelve types of hand gesture). To our knowl-
edge, future applications should concern the classification of hand posture, for
the purpose of automated sign language decoding for instance. Contrary to hand
gesture, hand posture describes the hand shape and not its movement. Hand pos-
ture recognition is a difficult task: the number of 2000 signs is commonly reached
in a sign dictionary, so some postures may be very similar.

The main approach for hand posture characterization is based Hu moments
[3] and on Fourier descriptors [4]. The advantages of Hu moments and Fourier

J. Blanc-Talon et al. (Eds.): ACIVS 2012, LNCS 7517, pp. 384–394, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Hand Posture Classification by Means of a New Contour Signature 385

descriptors is their intrinsic invariance to rotation and scaling. For instance,
Fourier descriptors were applied for the first time to hand posture recognition
in [1]. The illustrations therein show that a large the drawbacks of Hu moments
and Fourier descriptors in the context of hand recognition is that a large num-
ber of coefficients is required to get an accurate representation of an object.
The Fourier descriptors proposed therein provide elevated recognition rates for
most of the 11 postures of the considered database. However, Table 4 shows that
the algorithm mistakes postures which are visually close. This is due to the low
number of used Fourier coefficients -which ensures a low computational load. We
wish to distinguish more accurately similar postures, such as the postures 8 and
11. That is why we apply the proposed non star-shaped contour characterization
method to distinguish between very similar posture. We predict that the signa-
ture provided by the proposed method should yield better classification results
than Fourier descriptors, which do not characterize contours with a resolution
of one pixel.

1.2 State of the Art on Contour Description and Limitations of
Existing Methods

The description of closed contours is a major topic in computer vision. Sev-
eral features have been proposed: moment invariants in general [5] which aim at
extracting shape characteristics independently of scaling, translation and rota-
tion, especially Hu Moment invariants [3], and Fourier descriptors [4]. The main
advantage of Fourier descriptors is their invariance to scaling, translation and
rotation. Also, their stability has been improved (see [6] and references therein).
They involve a regular sampling of the considered contour, the sampling points
delimiting arcs of same length. The drawbacks of Fourier descriptors are the
following: they are not invariant to the initial description point [6], and a large
number of Fourier coefficients, obtained through Fourier transform of the contour
coordinates, may be required to distinguish two similar contours (see illustrations
in [1]).

Original methods for contour retrieval rely on signal generation on an antenna
[7]: A set of virtual sensors forming an antenna, is associated with the image to
turn its content into a 1-D signal. These methods were recently improved to
detect strongly distorted star-shaped contours [8]. Their main advantages are as
follows. First, as opposed to Fourier descriptors, the sampling of the contour does
not depend on its shape, but on the chosen directions for signal generation. Refer
to [8] for details about signal generation out of the image on a circular antenna.
Antenna-based methods permit to distinguish close concentric circles, and their
computational load does not depend on the noise level. The main drawback of
these antenna-based methods is that they are limited to one-pixel wide star-
shaped contours. This prevents the method from fitting various applications like
hand posture characterization, considered in this paper.

The limitations cited above lead to the purpose of this paper: we aim at
describing a planar free-form contour which may be non star-shaped with a
resolution of one pixel.
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1.3 Outline of the Paper and Overview of the Proposed Method

For this, we propose a novel scan of the image, inspired from [8] but also from [9].
Various signatures can be associated with contours, for instance distance to the
center of mass, complex coordinates, curvature function, or cumulative angles.
The image scan in [9] provides a contour signature as a matrix involving the con-
tour polar coordinates. However, it does not offer a pixel-by-pixel description of
the contour: its provides the number of pixels in bins which are regularly spaced
using some concentric circles and equal interval angle. hence the impossibility to
distinguish details which are smaller than the bins. And, the more precise the
description, the smaller the regions, but the higher the computational load and
the storage place. On the contrary, we propose a contour signature which offers
a resolution of one pixel.

The proposed method for image content retrieval splits the image into several
rings centered on a reference point. The requirements on the location of this
reference point are low, contrary to the condition imposed by the method in
[8]. We apply the proposed method to a practical case of non star-shaped con-
tour characterization: hand posture characterization. We aim at distinguishing
very similar postures with a computational load which is lower than what the
generally used Fourier descriptors would require.

The rest of the paper is organized as follows: in section 3, we define the
new representation of contours which is adapted to non star-shaped contours.
In section 4, we give a detailed description of the proposed approach for hand
posture characterization and report promising results. Concluding remarks and
future works are in section 5.

2 Image Acquisition Setup

This setup contains a CMOS camera. Its has the size of a webcam, see Fig. 1
and could further be integrated in an embedded system.

The camera is placed over the desk surface, it axis is orthogonal to the desk
surface. Wide angle optics (90◦) are used so that the field of vision is wide
enough. The acquisition format can be either CIF, or VGA. The video stream
is transmitted to the computer by a USB connection in RGB format. The USB
connection has a limited stream and requires part of the CPU ressources of the
computer.

However at this point, we do not need a high video stream transmission rate.
Each video is split into a series of images. The set of images forms our database.
Our database contains images with various types of hand postures, which will
be described further in detail.

3 A Novel Signature for Non Star-Shaped Contours

A size N × N image is considered, whose pixels are referred to, starting from
the top left corner of the image, as Il,m (see Fig. 2(a)). The 1-valued pixels
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Fig. 1. Camera

compound the expected contour. The contour pixels are located in a system of
polar coordinates with pole {lc,mc} (see Fig. 2(a)). Contrary to the methods
proposed in [8], where the center must be chosen in such a way that the contour is
star-shaped, the computation of the center coordinates is not essential. What we
call signature in this paper is a set of data which characterizes the corresponding
contour and permit to reconstruct it. The novel signature that we propose in
this paper is based on the generation of signals out of an image. We get inspired
from [8] and [9]: as in [8], a circular array of sensors is associated with the image.
The sensor array is supposed to be placed along a circle centered on the pole
{lc,mc}. The number of sensors is denoted by Q and one sensor corresponds
to one direction for signal generation Di , which makes an angle θi with the
vertical axis. See for instance the ith and the Qth sensors in Fig. 2(b). The other
sensors are not represented for sake of clarity. The method proposed in [8] is
valid only for contours exhibiting at most one pixel for one direction Di . We
wish to overcome this limitation and characterize non star-shaped contours. To
separate the influence of each pixel located along a given direction Di , we no
longer generate one 1-D signal, but a number L of 1-D signals on the antenna.
Each signal corresponds to one ’ring’ represented on Fig. 2.

(a) (b)

Fig. 2. Image and edge model (a); signal generation process (b)
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We assume that, for each direction Di , there is only one pixel in each of the
L intervals. L differs from one direction Di to another. Its maximum value is,
for instance, N√

2
, if lc = N/2 and mc = N/2.

So, we generate L signal vectors for each direction Di . For the lth interval
(l = 1, . . . , L) and the direction Di (i = 1, . . . , Q), the signal component zl,i is
computed as follows:

zl,i = Ill,i,ml,i

√

ll,i
2 +ml,i

2 (1)

The components zl,i can be grouped into a matrix Z of size L×Q. All columns
of Z should have the same number of rows, so for the directions Di for signal
generation which cross less than L intervals, 0-valued components are set in Z
for the corresponding column indices i. If the width of the intervals is chosen
such that there is at most one pixel per direction Di and per interval, this matrix
permits to reconstruct exactly the contour: it contains the radial coordinates of
the contour in the system of pole {lc,mc}.

4 Hand Posture Characterization

In this section, we detail the process of hand posture classification: out of a
database coming from our acquisition setup, we afford a set of images corre-
sponding to 11 postures (see subsection 4.1). The database is split into a learning
database and a test database. But the images cannot be directly exploited: they
require a preprocessing which provides the hand contour (see subsection 4.2), so
that we can obtain the contour signature as described in section 3. We present
the classification process and the two distances that we use for this purpose in
subsection 4.3. We provide the results obtained by the proposed method and
comparative methods in terms of recognition rates (see subsection 4.4).

4.1 Hand Posture Database

A hand can exhibit a great variety of postures, and it is extremely difficult to
recognize all possible configurations of the hand starting from its projection on
a 2-D image. Indeed, some parts of the hand can be hidden. It is necessary to
consider subsets of postures depending on the application.
There exist some reference databases of specific hand postures, such as the Tri-
esch database [10], available on the Web [11]. This database exhibits limitations:
the number of images is low, the viewing angle, the size and the orientation
of the hand is always the same, the images are in grey level and contain only
the hand. That is why a database made in our research team has been used
for experiments in this paper. This database was also used in [12] and in [1]. It
contains 11 postures, which are displayed in Fig. 3.

These postures have been chosen to be easily performed by any person. They
get inspired from the 8 postures of the completed spoken language presented
in [13]. These postures differ from the sign language which aims at easing lip
reading. Some postures have been added to test the discrimination performances
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‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’

‘7’ ‘8’ ‘9’ ‘10’ ‘11’

Fig. 3. Postures of the database (cropped images)

of the proposed and comparative methods: they are visually very close, such as
postures 4 and 5, as well as postures 8 and 9. The images of the database were
obtained as follows: an expert user shoots a movie containing the 11 postures.
Then the frames of the video are split to get the images in the RGB color space.
These images compound the learning database. Other users which are not the
expert user shoot a movie containing the 11 postures. The same process as for
the learning database is adopted to get a set of image. These images compound
the test set.

In Fig. 4, we display 4 images of the learning database, corresponding to
postures 4, 5, 8, and 9.

’4’ ’5’

’8’ ’9’

Fig. 4. Images 4, 5, 8, 9 of the database

4.2 Preprocessing

To get images which are fit for hand contour retrieval and posture recognition,
we have to get rid of the background and, in the best case, conserve solely
the hand contour. In [14], Soriano et al. propose a dynamic skin color model,
for a segmentation purpose. Their method copes with changes in illumination.
However, their method is applied to faces and not to hands.
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We apply the following preprocessing steps to each frame: the color image is
mapped to the Y CbCr space and we select Cb component, where the contrast
between hand and background is the largest. We remove the non-moving back-
ground from each frame, and an Otsu threshold [15] is applied to the resulting
difference frame. Each binary image obtained at this point is impaired by noise;
morphological filtering operations of erosion and dilation are applied to eliminate
isolated pixels and fill out holes [2].

Before getting the image I which is fed to the method proposed in section 3,
we apply two further preprocessings.

Firstly, from the initial processed image, we select the smallest subimage con-
taining the expected contour. This subimage is called ”enclosing box”. The en-
closing box is obtained in the following way: the image content is projected onto
the left and the bottom sides (it could be also the right and the top sides). We
get two signals, zleft and zbottom, from this projection: Their components are ob-
tained as follows: zleft

l =
∑N

m=1Il,m l = 1, · · · , N and zbottom
m =

∑N

l=1Il,m m =
1, · · · , N . For each signal, a non-zero section indicates the presence of the ex-
pected feature. The l andm indices of the non-zeros sections yield a box enclosing
the contour. Extracting this box reduces the computational load of the signature
generation.

Secondly, we rotate several times the enclosing box and generate each time
zleft and zbottom. We stop when the non zero section length is the largest in zleft

and the smallest in zbottom. The hand contour is then straightened up.
Eventually, through the following remarks (•) we can assess that the rows of

matrix Z compose a complete set of invariant features:

• Matrix Z describes entirely the hand contour: the rows of matrix Z compose a
complete set of invariant features. Fig. 5 illustrates this by showing a segmented
hand posture (see Fig. 5(a)), and the contour which is reconstructed out of its
signature Z (see Fig. 5(b)).
• They are invariant to translation: whatever the hand position in the initial
image, the box which encloses the contour is blindly estimated.

(a) (b)

Fig. 5. Segmented contour (a); contour reconstructed from the signature Z (b)
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• They are invariant to scaling: whatever the size of the subimage (small number
of pixels if the camera is far from the hand, large number of pixels if the camera
is near to the hand), the number of intervals for the radial coordinate values L is
always the same. Also, the number of directions for signal generation is always
the same. This makes the method invariant to scaling. Hence, the signature
depends on the shape of the hand, not on its size.
• They are invariant to rotation: whatever the initial orientation of the hand,
straightening up the hand contour makes the proposed method invariant to
rotation.

Matrix Z can then be used for classification issues.

4.3 Classification Process

Let’s consider H classes of hand postures. For the purpose of hand posture clas-
sification, we compare two distances: the Bayesian and the Euclidian distance.
For this, we turn any matrix Z characterizing a posture into a vector z of size
L ∗Q where ∗ denotes simple multiplication. For each class h, a subset of hand
photographs is available. The H subsets compose the learning set. The learning
set was created by an expert who knows exactly what position his fingers should
have to fit each posture in Fig. 3. A mean invariant vector µh and a covariance
matrix Λh are computed using the learning set for each class. Even if there are
small variations from one posture provided by the expert to another, these vari-
ations are smoothed through the computation of the mean invariant vector µh.
Any image coming from the test set and characterized by vector z is classified
by minimizing the Mahalanobis distance:

Dm = (z− µh)
TΛ−1

h (z− µh) (2)

We also provide a study where the distance used for classification is the Euclidian
distance: any image coming from the test set and characterized by matrix Z is
classified by minimizing the distance ||Zc − Z||, where ||.|| denotes Frobenius

norm: ||Z|| =
√

∑P

p=1

∑Q

i=1 z
2
p,i.

The Mahalanobis distance usually provides better classification results, but
the Euclidean distance is easier to implement.

4.4 Results and Discussion

We process images of size 320 × 240 with a 2-core processor @3.2 GHz, using
Matlabr. A value L = 24 pixels is large enough to get an exclusive signature for
each posture and small enough to get a reasonable computational load. To ensure
the invariance to scaling, the number of sensors depends only on the maximum
size of the enclosing box. The maximum size of the enclosing box is 120× 120,
so the number of sensors is Q = ⌈

√
2π120⌉ = 534, large enough to detect the

pixels which are the farthest from the image center.
The learning set is composed of 3300 images, and the test set is composed of

440 images.
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Table 1 presents the results obtained with either Hu moments, Fourier descrip-
tors, or the proposed method, using Euclidian distance. The results concerning
Hu moments and Fourier descriptors are extracted from [1].

Table 1. Recognition rates per posture with internal database and Euclidian distance,
on the test set

‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’ ‘7’ ‘8’ ‘9’ ‘10’ ‘11’ Mean value

HU 79.2 60.3 64.5 60.0 90.8 100 45.3 62.4 62.4 40.6 67.5 66.6

FD1 92.8 75.3 78.4 92.4 93.8 94.5 89.1 70.7 85.5 75.9 76.2 84.1

Proposed method 97.7 89.5 79.1 88.6 75.7 100 86.1 74.4 85.6 87.2 97.0 87.4

Hu moments method exhibits the worst results among the three methods. This
methods encounters difficulties with postures 4, 7, and 10. Fourier descriptors
exhibit quite good results, but have difficulties for postures 2, 8, and 11.

The recognition rates of Fourier descriptors and the proposed method (see Ta-
ble 1) confirms the superiority of the proposed method over Fourier descriptors
for all postures except postures 4, 5 and 7. So the proposed method outperforms
Fourier descriptors for 8 postures out of 11. The mean recognition rate is also
higher (87.4 % against 84.1 % for Fourier descriptors). Postures 4, 5 are very
similar: if the segmentation is not performed correctly, for instance if the param-
eters of the mathematical morphology operations are not perfectly tuned, the
segmentation of the two joint fingers in posture 4 is very similar to the segmen-
tation of a single finger. Fourier descriptors cannot be used with an acceptable
computational time with more than 6 invariant features [12]. So they miss the
concave section corresponding to one finger. This is not the case for the proposed
method: it yields a pixel-to-pixel precision with a constant computational load,
whatever the considered processed image.

Table 2 provides the recognition results obtained while using the Bayesian
distance.

Table 2. Recognition rates per posture with internal database and Bayesian distance,
on the testing set

‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’ ‘7’ ‘8’ ‘9’ ‘10’ ‘11’ Mean value

HU 82.3 68.3 66.5 65.0 93.8 89.0 48.3 65.4 82.8 74.4 40.6 70.6

FD1 86.6 90.8 96.4 60.8 97.8 94.3 80.6 64.8 88.6 73.4 96.2 84.6

Proposed method 98.2 92.7 94.1 89.9 84.2 100 88.1 76.4 85.6 97.4 96.9 91.2

Results concerning Hu moments and Fourier descriptors are extracted from
[12]. We notice that using the Bayesian distance improves significantly the re-
sults obtained by Hu moments. It also slightly improves the results obtained
by Fourier descriptors and by the proposed method. Fourier descriptors still get
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better recognition results for postures 3, 5, and 9. It has to be privileged for fur-
ther developments involving the proposed method. While performing our exper-
iments, we noticed that some images from the database yield bad segmentation
results, and that these images are particularly concerned with false classification.
Sorting and removing these bad segmented images from the learning database
could further improve the classification rates. Also, improving the preprocess-
ing step, by changing the mathematical morphology operators for instance, may
improve the final recognition results.

Table 3. Proposed and comparative methods, comparison of performances. a) Gabor
filtered + PCA + SVM; b) FD1 + Bayesian; c) Proposed method

’Processing time’ ’System performance’ ’Interface’ ’Recognition rate (%)’

a) 4 frames/sec 3.4 GHz C language 93.7

b) 20 frames/sec 2 GHz C language 84.6

c) 5 frames/sec 3.1 GHz Matlab 91.2

Table 3 shows that we must find a compromise between the recognition rate
and the computational load. For our method this compromise is satisfactory.
It can even be improved in terms of computational load, if we implement our
algorithm in C/C++ language, instead of Matlab. In terms of recognition rates,
we could get inspired by the comparative method a). It is based on a preprocess-
ing with Gabor filters. Using Gabor filters to ensure invariance to rotation was
proposed in [16] and further developed in [17]. We could also adapt Gabor fil-
tering to improve the preprocessing and thus the recognition rates. Meanwhile,
we should pay attention to the compromise between computational load and
recognition rate, depending on the final application.

5 Conclusion and Future Works

This paper deals with hand posture classification. A camera acquires photographs
of hand postures with a wide viewing angle. We propose a novel signature for the
characterization of hand posture. This signature is made of several 1-D signals.
Each signal contains radial coordinates of the pixels in an image region which
has the shape of a ring. This signature permits to reconstruct the corresponding
contour with a precision of one pixel. By applying two preprocessings, we en-
sure that this signature forms a complete set of features which are invariant to
translation, scaling and rotation. This makes this signature fit for hand posture
recognition: we associate the proposed signature generation method with Euclid-
ian and Bayesian distances to get recognition results. We reach promising results
which outperform the results obtained by Hu moments and Fourier descriptors,
for 8 postures out of 11 while comparing with Fourier descriptors. Prospects
for this work are as follows: we could use two cameras or a set of cameras, to
have access to the parts of the hand which are hidden; also, the preprocessing
step could be improved to get a better segmentation result before generating the
signature.
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