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Abstract—For the case of imperfect channel estimation, we
propose an improved detector for multiple-input–multiple-output
(MIMO) systems using an iterative receiver. We consider two
iterative detectors based on maximum a posteriori and soft
parallel-interference cancellation and propose, for each case,
modifications to the MIMO detector by taking into account the
channel-estimation errors. Considering training-based channel
estimation, we present some numerical results for the case
of Rayleigh block fading, which demonstrate an interesting
performance improvement, compared with the classically used
mismatched detectors. This improvement is obtained without a
considerable increase in receiver complexity. It is more advan-
tageous when few pilots are used for channel estimation. Thus,
the proposed improved detectors are of particular interest under
relatively fast-fading conditions, where it is important to reduce
the number of pilots to avoid a significant loss in data rate.

Index Terms—Channel-estimation errors, improved maximum
a posteriori (MAP) detection, mismatched detection, multiple-
input–multiple-output (MIMO), soft parallel-interference cancel-
lation (soft-PIC) detection.

NOTATION

Upper case bold symbols matrices;
lower case bold symbols vectors;
IN N × N identity matrix;
Ex[.] expectation with respect to the ran-

dom vector x;
det{.} matrix determinant;
tr{.} matrix trace;
|.| absolute value;
‖.‖ Frobenius norm;
(.)T vector transpose;
(.)† Hermitian transpose;
(.)∗ complex conjugate.
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I. INTRODUCTION

I T is well known that multiple-input–multiple-output
(MIMO) systems can provide very high spectral efficiencies

in a rich scattering propagation medium [1]. They are, hence, a
promising solution for high-speed spectrally efficient reliable
wireless communication. One important issue regarding the
implementation of MIMO systems is the channel estimation
when coherent signal detection is performed at the receiver [2].
To obtain the channel-state information at the receiver (CSIR),
one usually used approach consists of sending some known
training (also called pilot) symbols from the transmitter, based
on which the receiver estimates the channel before proceeding
to the detection of data symbols. This method of obtaining
the CSIR is usually called pilot-symbol-assisted modulation
(PSAM) [3]. Obviously, due to the finite number of pilot
symbols and noise, in practice, the receiver can only obtain an
imperfect (and possibly very bad) estimate of the channel.

A rich literature exists on the impact of imperfect channel
estimation on the performance of communication systems that
employ multiple antennas. For a MIMO system that uses PSAM
for channel estimation, Garg et al. showed in [4] that, to
compensate for the performance degradation due to imperfect
channel estimation, the number of receive antennas should be
increased. In [5], the authors investigated the effect of imperfect
channel estimation on space-time (ST) decoding and showed
that the classical maximum likelihood (ML) detector, which
was derived for the case of perfect CSIR, becomes largely
suboptimal in the presence of channel-estimation errors. One
similar investigation was carried out in [6] and [7] in the case
of multicarrier systems based on orthogonal frequency-division
multiplexing (OFDM).

To deal with imperfect channel estimation, one suboptimal
approach, which is known as mismatched detection, consists of
using the channel estimate in the detection part as if it was a
perfect estimate. It is shown, for instance, in [8] that this scheme
greatly degrades the detection performance in the presence of
channel-estimation errors.

As an alternative to the aforementioned mismatched ap-
proach, Tarokh et al. [8] and, recently, Taricco and Biglieri [5]
proposed an improved ML detection metric under imperfect
CSIR and used it in the standard Viterbi algorithm. Recently,
in [9], it has been shown that, compared with the mismatched
ML, the improved ML metric can increase the achievable
outage rates of MIMO-OFDM systems, in particular when only
a few training symbols are devoted for channel estimation.
Similar observations are reported in [10]–[12] for the case of
single-antenna OFDM systems.
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Here, we consider iterative (turbo) detection at the receiver,
which is an efficient technique when channel coding is used
[13], [14]. This scheme is essentially composed of a MIMO
detector (also called a demapper) and a soft-input-soft-output
(SISO) channel decoder that exchange soft information with
each other through several iterations.

One practical concern for the implementation of turbo de-
tectors for MIMO systems is the receiver complexity, which is
mainly dominated by that of the MIMO demapper. For instance,
in the case of maximum a posteriori (MAP) detection [15],
which is the optimal solution under perfect CSIR in the sense
of bit error rate, this complexity exponentially grows with the
number of transmit antennas and the signal constellation size.
Thus, suboptimal detection techniques are often preferred to
MAP detection. One interesting suboptimal detector is that
based on soft parallel-interference cancellation (soft-PIC) and
linear minimum mean-square error (MMSE) filtering. This
scheme was first proposed in [16] in the context of multiuser
detection and was later applied to MIMO systems in [17] and
[18], for instance.

Our aim in this paper is to propose an improved iterative de-
tector that takes into account the imperfect channel estimation
obtained via training sequences, i.e., using the PSAM approach.
To this end, we propose a Bayesian framework based on the
a posteriori probability density function (pdf) of the perfect
channel, which is conditioned on its estimate. This general
framework enables us to formulate any detector by considering
the average, over the channel uncertainty, of the detector’s cost
function that would be applied in the case of perfect channel
knowledge. As we will see, the improved ML metric in [5]
becomes a special case of our general framework.

First, by properly modifying the soft values at the output of
the MAP detector, we reduce the impact of channel uncertainty
on the SISO decoder performance. Second, we propose an
improved soft-PIC detector by taking into account the channel-
estimation errors in the formulation of the instantaneous linear
MMSE filter, as well as in the interference cancellation part.

The outline of this paper is given as follows. In Section II,
we describe our MIMO channel model and our main assump-
tions concerning data transmission and channel estimation.
In Section III, we introduce a general Bayesian framework
for improved detection under imperfect channel estimation. In
Section IV, we provide the formulation of MAP and soft-PIC
detectors in the case of perfect CSIR. Using this material in
Section V, we propose improved detectors under imperfect
CSIR for the two cases of turbo-MAP and turbo-PIC detection.
Section VI illustrates, via simulations, a comparative perfor-
mance study of the proposed detectors with the classical mis-
matched detector. The convergence analysis of turbo-PIC based
on mismatched and improved soft-PIC detectors is provided in
Section VII. Finally, Section VIII concludes this paper.

II. SYSTEM MODEL AND CHANNEL ESTIMATION

A. MIMO Fading Channel

We consider a single-user MIMO system with MT transmit
and MR receive antennas (MR ≥ MT ), which transmits over
a frequency-nonselective channel, and we refer to it as an

MT × MR MIMO channel. At the transmitter, we employ the
bit-interleaved coded modulation (BICM) scheme, which is
known to be a simple efficient method for exploiting channel
time selectivity [19]. The binary data sequence is encoded
by a nonrecursive nonsystematic convolutional (NRNSC) code
before being interleaved by a quasirandom interleaver. The
output bits are gathered in subsequences of B bits and are
mapped to complex multilevel quadrature amplitude modu-
lation (M = 2B) symbols s before being passed to the ST
encoder.

In what follows, unless otherwise mentioned, we consider the
ST coding in its simplest form, i.e., just spatial multiplexing of
data symbols, which is also known as the Vertical Bell Labo-
ratories Layered Space-Time (V-BLAST) scheme. We present
our model for this simple case, and we shall generalize it later
to the case of an arbitrary ST code.

Let us denote by xk the MT × 1 vector of transmitted
data symbols (after the ST encoder) at a sampling time k.
Considering the simple spatial multiplexing, we use sk instead
of xk. Assuming a frame of symbols that correspond to L
channel uses, which are transmitted over the channel matrix H,
the received signal vector yk of dimension MR × 1 is given by

yk = Hsk + zk, k = 1, . . . , L (1)

where sk is the MT × 1 vector of transmitted symbol with

average power Es
Δ= (1/MT )E[tr{sks†

k}]. We assume that
the entries {H}i,j of the random matrix H are independent
identically distributed (i.i.d.) zero-mean circularly symmetric
complex Gaussian (ZMCSCG) random variables. Thus, the
channel matrix H is distributed as H ∼ CN (0, IMT

⊗ ΣH),
where

CN (0, IMT
⊗ ΣH)

=
1

πMRMT det{ΣH}MT
exp

{
−tr

{
HΣ−1

H H†}} . (2)

Here, CN (.) denotes complex Gaussian distribution, ⊗ stands
for the Kronecker product, and ΣH is the MR × MR covari-
ance matrix of the rows of H. With our assumptions of i.i.d.
channel, ΣH is a diagonal matrix with equal diagonal entries
σ2

h. The noise vector zk is assumed to be a ZMCSCG random

vector with covariance matrix Σz
Δ= E(zkz†

k) = σ2
zIMR

. Both
H and zk are assumed to be ergodic and stationary random
processes.

We consider the block fading model for the channel time
variations. Thus, channel coefficients are assumed to be con-
stant during a block of symbols and change to new independent
values from one block to another. We assume that each frame
of data symbols corresponds to Nc independent fading blocks.
Notice that Nc = 1 returns to the quasistatic channel model.

B. Pilot-Based Channel Estimation

To estimate the MIMO transmission channel matrix H at the
receiver, which corresponds to each fading block, we send a
number of pilot symbols in addition to the ST-encoded data
symbols. We devote a number of NP channel uses to the
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transmission of pilot vectors sP,i, (i = 1, . . . , NP ) for each
one of Nc fading blocks. Considering a given fading block,
let us constitute the (MT × NP ) matrix SP by stacking in
its columns the pilot vectors, i.e., SP = [sP,1|, . . . , |sP,NP

].
According to (2), during a given channel training interval, we
receive

YP = HSP + ZP . (3)

The definition of YP and ZP is similar to that of SP . We denote
by EP the average power of the training symbols defined as

EP
Δ=

1
NP MT

tr
{
SP S†

P

}
. (4)

The least squares estimate of H is obtained by minimizing
‖YP − HSP ‖2 with respect to H, which coincides here with
the ML estimate [20], i.e.,

ĤML = YP S†
P

(
SP S†

P

)−1

. (5)

Let us denote by E the matrix of the estimation errors. We have

ĤML = H + E, with E = ZP S†
P

(
SP S†

P

)−1

. (6)

It is known that the best channel estimate is obtained with mutu-
ally orthogonal training sequences, which result in uncorrelated
estimation errors. In other words, we should choose SP with
orthogonal rows such that

SP S†
P = NP EP IMT

. (7)

This way, the jth column Ej of E has the covariance matrix
ΣE , i.e.,

ΣE = E

[
Ej E†

j

]
= σ2

E IMR
, where σ2

E =
σ2

z

NP EP
. (8)

Thus, based on (6), the conditional pdf of ĤML, given H, can
easily be expressed as

p(ĤML|H) = CN (H, IMT
⊗ ΣE) (9)

where CN (Λ,Ξ) denotes a complex Gaussian distribution with
mean Λ and the covariance matrix Ξ. Using the pdf of H
and (ĤML|H) from (2) and (9), we can derive the posterior
distribution of the perfect channel matrix, conditioned on its
ML estimate, as follows (see Appendix I-A):

p(H|ĤML) = CN (ΣΔĤML, IMT
⊗ ΣΔΣE) (10)

where

ΣΔ = ΣH(ΣE + ΣH)−1. (11)

Under the assumptions of mutually orthogonal pilot sequences
and i.i.d. channel coefficients, we have ΣΔ = δ IMR

, and

p(H|ĤML) = CN
(
δĤML, δσ2

E IMT
⊗ IMR

)
(12)

where

δ =
σ2

h

(σ2
h + σ2

E)
. (13)

The availability of the estimation error distribution is an
interesting feature of pilot-assisted channel estimation that we
used to derive the posterior distribution (10). For simplicity, we
do not specify hereafter the subscript ML for Ĥ.

III. DETECTOR DESIGN IN THE PRESENCE OF

CHANNEL ESTIMATION ERRORS

Consider the model (1) and denote by f(yk, sk,H) the cost
function that would let us decide in favor of a particular sk at
the receiver if the channel was perfectly known. Under a pilot-
based channel estimation characterized by the posterior pdf of
(10), we propose a detector based on the minimization of a new
cost function, which is defined as

f̃(yk, sk, Ĥ) =
∫
H

f(yk, sk,H)p(H|Ĥ)dH

= E
H|Ĥ

[
f(yk, sk,H)

∣∣Ĥ]
(14)

where we have averaged the cost function f over all realiza-
tions of the unknown channel H conditioned on its available
estimate Ĥ by using the distribution (10). We note that the
detector that minimizes (14) is an alternative to the suboptimal
mismatched detector that is based on the minimization of
the cost function f(yk, sk, Ĥ). This latter value is obtained
by using the estimated channel Ĥ in the same metric that
would be applied if the channel was perfectly known, i.e.,
f(yk, sk,H). The proposed approach in (14) differs from the
mismatched detection on the conditional expectation E

H|Ĥ [.],
which provides a robust design by averaging the cost func-
tion f(yk, sk,H) over all realizations of channel-estimation
errors.

Consider the problem of detecting the symbol vector sk

from the observation model (1) in the ML sense, i.e., the
maximization of the likelihood function, which we denote by
W (yk|H, sk). It is well known that under i.i.d. Gaussian noise,
the ML detection of sk leads to minimizing the Euclidean
distance metric DML. We have

ŝk
ML(H) = arg min

sk∈CMT ×1
{DML(sk,yk,H)} (15)

with

DML(sk,yk,H) Δ= − log W (yk|sk,H) ∝ ‖yk − Hsk‖2

(16)

where ∝ means “is proportional to,” and C is the set of complex
numbers.

As an alternative to mismatched detection, we derive, in
what follows, a modified likelihood criterion by averaging
W (yk|H, sk) over all estimation errors. The modified like-
lihood function that we denote by W̃ (yk|Ĥ, sk) is obtained
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Fig. 1. Structure of the iterative MIMO receiver.

by using the pdf (10) and the formulation provided in (14).
We have

W̃ (yk|Ĥ, sk) =
∫

H∈CMR×MT

W (yk|H, sk)p(H|Ĥ) dH

= E
H|Ĥ

[
W (yk|Hk, sk)

∣∣Ĥ]
. (17)

After some algebraic manipulations, which are provided in
Appendix I-B, we obtain

W̃ (yk|Ĥ, sk) = CN (mM,ΣM) (18)

where

mM = δĤsk ΣM = Σz + δΣε‖sk‖2. (19)

Now, using (16), we can obtain the improved ML decision
metric in the presence of imperfect channel estimation, which
we denote by DM(sk,yk, Ĥ), i.e.,

DM(sk,yk, Ĥ) Δ= − log W̃ (yk|Ĥ, sk)
= MR log π

(
σ2

z + δσ2
E‖sk‖2

)
+

‖yk − δĤsk‖2

σ2
z + δσ2

E‖sk‖2
. (20)

Note that the metric independently proposed in [5] and [8] for
the case of ML detection can, in fact, be considered as a special
case of the general framework (14), which leads to (20).

We note that, under near-perfect CSIR, which is obtained
when the number of pilot symbols tends to infinity, i.e.
NP → ∞, we have

lim
NP →∞

DM(sk,yk, Ĥ)

DML(sk,yk, Ĥ)
= 1. (21)

Consequently, the improved metric of (18) becomes equivalent
to the mismatched metric for negligible estimation errors, i.e.,
for σ2

E → 0.

IV. ITERATIVE MIMO DETECTION UNDER PERFECT CSIR

At the receiver, we perform iterative symbol detection and
channel decoding. As shown in Fig. 1, the receiver principally
consists of a MIMO detector (also called demapper) and a SISO
channel decoder that exchange extrinsic soft information with

each other. Here, we consider this soft information in the form
of log-likelihood ratio (LLR).

The SISO decoder is based on the Max-Log-MAP algorithm,
as described in [21] and [22]. We briefly present, in the follow-
ing sections, the principle of MIMO detection based on two
approaches of MAP and soft-PIC, assuming that perfect CSIR
is available at the receiver. This step constitutes the bases for
the next section, where we present improved detectors for the
case of imperfect CSIR.

A. MAP Detection

Let dm
k be the mth (m = 1, 2, . . . , BMT ) bit that corre-

sponds to the symbol vector sk, transmitted at the kth time
slot. We denote by L(dm

k ) the LLR of the bit dm
k at the output

of the MIMO detector. Conditioned to perfect CSIR, L(dm
k ) is

given by

L (dm
k ) = log

Pdem (dm
k = 1|yk,H)

Pdem (dm
k = 0|yk,H)

(22)

where Pdem(dm
k |yk,H) denotes the probability of transmission

of dm
k . Let S be the set of all possibly transmitted symbol

vectors sk. We partition S into Sm
0 and Sm

1 , for which the mth
bit of sk is equal to “0” or “1,” respectively. We have

L (dm
k ) = log

∑
sk∈Sm

1

e−DML(sk,yk,H)
BMT∏
n=1
n �=m

P 1
dec (dn

k )

∑
sk∈Sm

0

e−DML(sk,yk,H)
BMT∏
n=1
n �=m

P 0
dec (dn

k )
(23)

where P 1
dec(d

n
k ) and P 0

dec(d
n
k ) are a priori information that

comes from the SISO decoder. The summation in (23) is
taken over the product of the likelihood W (yk|sk,H) =
exp{−DML(sk,yk,H)}, given a symbol vector sk, and the a
priori probability on this symbol (the term

∏
Pdec), which is

fed back from the SISO decoder at the previous iteration. In
this latter term, the a priori probability of the bit dm

k itself has
been excluded to respect the exchange of extrinsic information
between the channel decoder and the demapper. In addition,
note that this term assumes independent coded bits dn

k , which is
true for random interleaving of large size. At the first iteration,
where no a priori information is available on bits dn

k , the
probabilities P 0

dec(d
n
k ) and P 1

dec(d
n
k ) are set to 1/2.

B. Soft-PIC Detection

The computational complexity of the MAP detector becomes
prohibitively large for large-sized signal constellations and/or
for a large number of transmit antennas, because each of the
sets Sm

1 and Sm
0 in (23) contains 2(BMT −1) vectors sk. For such

cases, the suboptimal soft-PIC detector would make a good
compromise between complexity and performance [17], [23].
In what follows, we recall the formulation of soft-PIC.

The general block diagram in Fig. 1 still applies to the turbo-
PIC detector. Here, to detect a symbol transmitted from a given
antenna, we first make use of the soft information available
from the SISO channel decoder to reduce and, hopefully, cancel
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the interfering signals that arise from other transmit antennas.
At the first iteration, where this information is not available, we
perform a classical MMSE filtering.

Let us consider the transmitted vector sk = [s1
k, . . . , sMT

k ]T

at time k and assume that we are interested in the detection of
its ith symbol si

k. We start by evaluating the parameters ŝj
k and

σ2
sj

k

for the interfering symbols sj
k, j �= i from the SISO decoder

as follows:

ŝj
k = E

[
sj

k

]
=

2B∑
j=1

sj
kP

[
sj

k

]
(24)

σ2
sj

k

= E

[∣∣∣sj
k

∣∣∣2] =
2B∑
j=1

∣∣∣sj
k

∣∣∣2 P
[
sj

k

]
(25)

where P [sj
k] is the probability of the transmission of sj

k and
is evaluated using the probabilities Pdec(d

j,n
k ) at the decoder

output. We have

P
[
sj

k

]
= K

B∏
n=1

Pdec

(
dj,n

k

)
where K is a normalization factor. We further introduce the
following definitions. Hi is the (MR × (MT − 1) matrix con-
structed from H by discarding its ith column, i.e., hi. We also
define the (MT − 1) × 1 vectors as

si
k

Δ=
[
s1

k, s2
k, . . . , si−1

k , si+1
k , . . . , sMT

k

]T

ŝi
k

Δ=
[
ŝ1

k, ŝ2
k, . . . , ŝi−1

k , ŝi+1
k , . . . , ŝMT

k

]T

where ŝj
k are estimated in (24).

Now, given the received signal vector yk, a soft interference
cancellation is performed on yk to detect the symbol si

k by
subtracting to yk the estimated signals of the other transmit
antennas as

yi
k

= yk − Hiŝ
i
k = his

i
k + His

i
k − Hiŝ

i
k + zk

for i = 1, . . . ,MT . (26)

Except under perfect prior information on the symbols, which
leads to ŝj

k = sj
k, there remains a residual interference in yi

k
. To

further reduce this interference, an instantaneous linear MMSE
filter wi

k is applied to yi
k

to minimize the mean-square value of
the error ei

k defined as

ei
k = si

k − ri
k (27)

where the filter output ri
k is equal to

ri
k = wi

kyi
k
. (28)

Here, wi
k is obtained as

wi
k = arg min

wi
k
∈CMR

Esk,zk

[∣∣∣si
k − wi

kyi
k

∣∣∣2] . (29)

By invoking the orthogonality principle [24], the coefficients of
the MMSE filter wi

k are given by

wi
k = h†

i

[
hih

†
i +

Hi(Λk,i − Λ̃k,i)H
†
i

σ2
si

k

+
σ2

z

σ2
si

k

IMR

]−1

(30)

where

Λk,i = E

[
si

ksi
k
†]

≈ diag
(

E

[∣∣s1
k

∣∣2] , . . . , E
[∣∣si−1

k

∣∣2]
E

[∣∣si+1
k

∣∣2] , . . . , E

[∣∣∣sMT

k

∣∣∣2])
Λ̃k,i = ŝi

kŝi
k

†

≈ diag
(∣∣ŝ1

k

∣∣2 , . . . ,
∣∣ŝi−1

k

∣∣2 ,
∣∣ŝi+1

k

∣∣2 , . . . ,
∣∣∣ŝMT

k

∣∣∣2) .

Note that the off-diagonal entries in Λk,i and Λ̃k,i have been
neglected to reduce the complexity without causing significant
performance loss [18].

At the first decoding iteration, we have no prior information
available on the transmitted data, i.e., Λk,i = σ2

si
k

IMT −1, and

Λ̃k,i = 0MT −1. Consequently, (30) reduces to

wi
k = h†

i

[
HH† +

σ2
z

σ2
si

k

IMR

]−1

(31)

which is no more than the linear MMSE detector for si
k.

Before being passed to the SISO decoder, the detected
symbols rk at the output of the MMSE filter in (28) should
be converted to LLR. This method is done by assuming a
Gaussian distribution for the residual interference after soft-PIC
detection. Details on the LLR conversion can be found in [16].
For brevity, the discussion will be presented only for the case
of the improved detector in Section V-B.

1) Simplified Soft-PIC Detector: It is clear from (30) and
(38) that the MMSE filter coefficients change as a function
of time and must be recomputed for each time symbol. This
condition motivates us to propose here a simplified version of
the soft-PIC detector to further reduce the receiver complexity.

Consider the filter expression (30). We may assume that, after
the second iteration, the soft estimates of transmitted symbols
are reliable, and hence, the interference cancellation is almost
perfectly performed. In other words, we assume that ŝi

k = si
k,

and as a result, Λ̃k,i = Λk,i. With this approximation, the
expression of wi

k in (30) simplifies to the following expression
[17], [25]:

wi
k = h†

i

[
hih

†
i +

σ2
z

σ2
si

k

IMR

]−1

=
1

h†
ihi + σ2

z

σ2
si

k

h†
i (32)
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where the filter coefficients no longer depend on k because σ2
si

k

is constant for all k. Note that the last expression is nothing
more than a simple matched filter. In addition, note that, with
this approximation, we do not need to update the MMSE filter
for each sample time, because we effectively need to calculate
wi

k once for a given realization of H, i.e., for the underlying
fading block. Furthermore, the matrix inversion in (30) is
replaced by a scalar inversion. Obviously, this simplification
causes degradation to the receiver performance. However, this
performance loss would be justified with regard to the complex-
ity reduction, and hopefully, due to iterative detection, it would
be acceptable [26], [27].

Note that, unless otherwise mentioned, by turbo-PIC under
perfect CSIR, we mean the exact formulation of the soft-PIC
detector, i.e., (30).

C. Generalization to the Case of Linear Dispersion ST Codes

We have considered the simple spatial multiplexing (i.e.,
V-BLAST) scheme at the transmitter. We show here that the
detectors’ formulations, which are presented for the case of spa-
tial multiplexing, can also be applied to the more general case
of linear dispersion (LD) codes [28] with a slight modification.
The reader is referred to [28] for more details on the LD codes’
formulation.

Let s of dimension Q × 1 be the vector of data symbols prior
to ST coding. By LD coding, these symbols are mapped into
a matrix X of dimension MT × Tu with Tu the number of
channel uses. For an encoded matrix X , we receive the matrix
Y of dimension MR × Tu. To obtain a general formulation for
the receiver, we separate the real and the imaginary parts of the
entries of s, Y , and X and stack them rowwise in vectors s̆, X̆,
and Y̆ of dimension 2Q × 1, 2MT Tu × 1, and 2MRTu × 1,
respectively. Vectors s̆ and Y̆ are related through an equiv-
alent channel matrix H̆eq of dimension (2MRTu × 2Q),
which depends on H and the employed LD code (see [28]).
We have

Y̆ = H̆eq s̆ + Z̆ (33)

where Z̆ is the vector of real AWGN of variance σ2
z/2. We

see that, in the expressions of the detectors, we only have to
consider H̆eq, s̆, and Y̆, instead of H, s, and y, respectively.

V. IMPROVED DETECTION UNDER IMPERFECT CSIR

We propose here modifications to the MIMO detector to
mitigate the impact of imperfect channel estimation on the
receiver performance. We first consider the MAP and, then, the
soft-PIC detector in the following sections. For soft-PIC, we
consider both cases of exact and simplified detectors.

A. Improved MAP Detection

We notice that the metric DML(sk,yk,H) involved in (23)
requires the perfect channel matrix H, of which the receiver has
solely an estimate Ĥ. We propose to use the decoding metric
DM(sk,yk, Ĥ) of (20) for the evaluation of the LLRs in (23).
This step leads us to derive a new demapping rule adapted from

the imperfect CSIR. This way, we calculate L(dm
k ) from (22),

where, for instance, the nominator is calculated as follows:

P
(
dm

k = 1|yk, Ĥ
)

=
∑

sk∈Sm
1

exp
{
−DM(sk,yk, Ĥ)

}BMT∏
n=1
n �=m

P 1
dec (dn

k )

=
1

πeMR

∑
sk∈Sm

1

1
σ2

z + δσ2
ε‖sk‖2

× exp

{
‖yk − δĤsk‖2

σ2
z + δσ2

ε‖sk‖2

}
BMT∏
n=1
n �=m

P 1
dec (dn

k ) . (34)

B. Improved Soft-PIC Detection

As shown in (26) and (30), we need the channel H for both
interference canceling and MMSE filtering. The receiver has
only an imperfect channel estimate Ĥ; thus, the suboptimal
mismatched solution consists of replacing Hi and hi in (26)
and (30) by their estimates Ĥi and ĥi, respectively. As the first
step toward a realistic design, we make use of the available
channel estimate Ĥ for interference cancellation. That is, (26)
is rewritten as

yi
k

= yk − Ĥiŝ
i
k = his

i
k + His

i
k − Ĥiŝ

i
k + zk

for i = 1, . . . , MT (35)

where Ĥi is the (MR × (MT − 1)) matrix constructed from
Ĥ by discarding its ith column, i.e., ĥi. We now propose a
novel improved PIC detector under imperfect CSIR. We note
that (35) naturally depends on the unknown channel matrix H,
of which the receiver has only an imperfect estimate available.
Instead of replacing the unknown channel by its estimate (i.e.,
the mismatched approach), we use the posterior distribution
(12) and make two modifications to the detector described in
Section IV-B as follows.

The first modification that we propose concerns the design
of the filter wi

k in (29). The cost function f(yk, si
k,H) =

Esk,zk
[|si

k − wi
kyi

k
|2] is a function of the perfect channel H

(via yi
k
); thus, we propose a modified filter w̃i

k, which was
chosen to minimize the average of the mean-square error over
all realizations of channel estimation errors. Using (12), we
propose the following filter design:

w̃i
k = arg min

w̃i
k
∈CMR

EH,sk,zk

[∣∣∣si
k − w̃i

kyi
k

∣∣∣2∣∣∣∣ Ĥ]
= arg min

w̃∈CMR

E
H|Ĥ

[
Esk,zk

[∣∣∣si
k − w̃i

kyi
k

∣∣∣2]] (36)

where, in the latter expression, we have assumed the indepen-
dence between H, sk, and zk.

From (36) and after invoking the orthogonality principle
[24], we obtain

w̃i
k=

(
E

H|Ĥ

[
Esk,zk

[
si

kyi
k

†]])(
E

H|Ĥ

[
Esk,zk

[
yi

k
yi

k

†]])−1

.

(37)
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After some algebraic manipulations in Appendix II-A, we get
the modified filter w̃i

k, directly as a function of Ĥi and ĥi, as
follows:

w̃i
k = Rsi

k
yi

k
R

−1
yi

k

(38)

where

Rsi
k
yi

k
= δσ2

si
k
ĥ†

i + (δ − 1)mk,iĤ
†
i (39)

with mk,i = ŝi
kŝi

k

†
. δ is given by (13), and

Ryi
k

= δ2σ2
si

k
ĥiĥ

†
i + δ2ĤiΛk,iĤ

†
i + (δ2 − δ)ĥimk,iH

†
i

+ (δ2 − δ)Ĥim
†
k,iĥ

†
i + (1 − 2δ)ĤiΛ̃k,iĤ

†
i

+
(
σ2

z + (1 − δ)σ2
si

k
+ (1 − δ)tr(Λk,i)

)
IMR

. (40)

To get more insight on the proposed detector, let us consider
the ideal case where perfect channel knowledge is available at
the receiver, i.e., Ĥ = H, and σ2

E = 0. We note that, in this
case, δ = 1, and the posterior pdf (12) reduces to a Dirac delta
function; consequently, the two filters w̃i

k and wi
k coincide.

Similarly, under near-perfect CSIR, which is obtained either
when σ2

E → 0 or when NP → ∞, we have δ → 1, and the
filter w̃i

k gives a similar expression as wi
k in (30). However,

in the presence of estimation errors, the proposed improved
and mismatched detectors become different due to the inherent
averaging in (36), which provides a robust design that adapts
itself to the channel estimate available at the receiver.

Our second modification concerns the application of the
derived filter w̃i

k to the received signal yi
k
. By applying the

modified filter w̃i
k to yi

k
in (35), we have

ri
k = w̃i

kyi
k

= w̃i
khis

i
k + w̃i

kHis
i
k − w̃i

kĤiŝ
i
k + w̃i

kzk.
(41)

The latter equation is a function of the perfect channel of which
the receiver has only an imperfect estimate. Again, instead
of replacing the perfect channel by its estimate (which is the
mismatched approach), we propose to average the filter output
ri
k by using the a posteriori distribution (12) as follows:

r̃i
k = E

H|Ĥ
[
ri
k

]
= δw̃i

kĥi︸ ︷︷ ︸
μk,i

si
k + δw̃i

kĤis
i
k − w̃i

kĤiŝ
i
k + w̃i

kzk︸ ︷︷ ︸
ηk,i

(42)

where we have used E
hi|ĥi

[hi] = δĥi, E
Hi|Ĥi

[Hi] = δĤi, and

ηk,i is the interference-plus-noise ratio that affects the output
of the instantaneous MMSE filter r̃i

k. Based on (42), it is clear
that the output of the improved MMSE filter can be viewed as
an equivalent AWGN channel with si

k at its input, i.e.,

r̃i
k = μk,is

i
k + ηk,i. (43)

It is shown in [16] and [19] that, under perfect CSIR, a sim-
ilar expression of ηk,i is well approximated by a zero-mean
Gaussian random variable with variance σ2

ηk,i
. The parameters

μk,i and σ2
ηk,i

are calculated at each time slot by using the
symbol statistics. The exact derivation of the variance σ2

ηk,i
is

provided in Appendix II-B, for the more general case of the
improved detector.

Based on (42), we can calculate the LLRs on the correspond-
ing bits of the detected symbols at the output of the MMSE
filter, which will be used by the SISO channel decoder. Let di,m

k

denote the mth (m = 1, . . . , B) bit that corresponds to si
k. The

LLR on di,m
k is given by

L
(
di,m

k

)
= log

Pdem

(
di,m

k = 1|r̃i
k, μk,i

)
Pdem

(
di,m

k = 0|r̃i
k, μk,i

)

= log

∑
si

k
∈Sm

1

exp
{
−|r̃i

k
−μk,is

i
k|2

σ2
ηk,i

}
B∏

n=1
n �=m

P 1
dec

(
di,n

k

)
∑

si
k
∈Sm

0

exp
{
−|r̃i

k
−μk,isi

k|
2

σ2
ηk,i

}
B∏

n=1
n �=m

P 0
dec

(
di,n

k

) .

(44)

Note that¸ in contrast to the case of MAP detection where, in
(23), Sm

1 and Sm
0 are of size 2(MT B−1), here, the cardinality of

the sets Sm
1 and Sm

0 is only equal to 2B−1.
Finally, note that adopting the aforementioned improved

reception scheme does not considerably increase the complex-
ity compared to the mismatched approach. More precisely,
comparing the mismatched and the improved filter expressions
[i.e., comparing (30) after replacing the perfect channel by its
estimate and (38)] shows that the improved filter requires only
a few number of extra matrix additions and multiplications,
which does not have an important impact on the receiver
complexity; the required additional operations are one vector
by matrix multiplication and one vector addition for calcu-
lating Rsi

k
yi

k
, as well as two matrix multiplications, two scalar

by matrix multiplications, and two matrix additions for calcu-
lating Ryi

k
.

1) Modification for the Simplified Soft-PIC Detector: We
have presented a simplified formulation for the turbo-PIC de-
tector; thus, in this section, we present the improved detector
formulation for the case of imperfect CSIR. For the first iter-
ation, the formulation is like the case of exact soft-PIC and
remains unchanged. For the next iterations, it can easily be veri-
fied that replacing Λ̃k,i by Λk,i in (38) does not, unfortunately,
lead to a compact expression that involves a simple scalar in-
version. However, with a slight modification in the interference
cancellation part, we can also derive a simple improved detector
similar to (32). This result is achieved by cancelling the residual
interference by using (26) instead of (35) as

yi
k

= his
i
k + His

i
k − Hiŝ

i
k + zk. (45)

By following a similar procedure as in Section V-B, it can then
be shown that the improved MMSE filter of (38) reduces to

w̃i
k = δĥ†

i

[
δ2ĥiĥ

†
i + (1 − δ)

×
(

1 +
tr(Λk,i − Λ̃k,i)

σ2
si

k

+
σ2

z

(1 − δ)σ2
si

k

)

× IMR
+

δ2Ĥi(Λk,i − Λ̃k,i)Ĥ
†
i

σ2
si

k

]−1

. (46)
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Now, by setting Λ̃k,i to be equal to Λk,i in (46), we obtain
the following simplified expression for the MMSE filter of the
improved detector:

w̃i
k = δĥ†

i

[
δ2ĥiĥ

†
i + (1 − δ)IMR

+
σ2

z

σ2
si

k

IMR

]−1

=
δ

δ2ĥ†
iĥi + (1 − δ) + σ2

z

σ2
si

k

ĥ†
i. (47)

The modification of the interference cancellation and the
calculation of the LLRs are the same, as provided by (42) and
(44), respectively.

VI. NUMERICAL RESULTS

In this section, we provide some numerical results to show
the performance improvement by using the proposed modified
detectors in the presence of channel-estimation errors. The
performance is evaluated in terms of receiver bit error rates
(BERs).

For channel coding in our BICM scheme, we consider the
rate 1/2 NRNSC code of constraint length K = 7, defined
in octal form by (133, 171)8. Uncorrelated Rayleigh fading
channel is considered, and each frame of symbols corresponds
to Nc fading blocks. Channel coefficients are kept constant
during each fading block and are changed to new independent
realizations from one block to the next. For each fading block,
we devote NP channel uses to the transmission of pilot se-
quences. Throughout the simulations, each frame is composed
of L = 128 channel uses for data symbols plus a total number
of NcNP channel uses for pilot transmission. Data symbols
belong to QPSK or 16-QAM constellations with Gray labeling.
We use mutually orthogonal QPSK pilot sequences for channel
estimation, and the average pilot-symbol power is set to be
equal to the average data-symbol power.

The interleaver is pseudorandom, which operates over the
entire frame of size NI = LBMT bits (excluding pilots, ob-
viously). Moreover, the number of receiver iterations is set to
5. The signal-to-noise ratio (SNR) is considered in the form of
Eb/N0 and includes the receiver antenna array gain MR. We
assume that the noise variance is known at the receiver.

A. Case of Turbo-MAP Detector

Let us first consider the turbo-MAP detector. Fig. 2 shows
BER curves of the mismatched and improved receivers for the
case of QPSK modulation, MT = 2 and MR = 2, which we
denote by a (2 × 2) MIMO system. The number of channel
uses for pilot transmission is NP ∈ {2, 4, 8}. As a reference,
we have also presented the BER curve in the case of perfect
CSIR. We notice that the required SNR to attain the BER
of 10−5 with NP = 2 pilots is reduced by about 0.4 dB for
the improved detector compared with the mismatched detector.
By increasing NP , the channel-estimation error becomes less
important, and the difference of the performances of the two
detectors decreases; the achieved gain in SNR at BER = 10−5

is about 0.2 and 0.1 dB for NP = 4 and NP = 8, respectively.

Fig. 2. BER performance of the improved and the mismatched turbo-MAP
with the 2 × 2 MIMO with the V-BLAST ST scheme, i.i.d. Rayleigh fading
with Nc = 4, QPSK modulation, and training sequence length of NP ∈
{2, 4, 8}.

Fig. 3. BER performance of the improved and the mismatched turbo-PIC with
the 2× 2) MIMO with the V-BLAST ST scheme, i.i.d. Rayleigh fading with
Nc = 4, QPSK modulation, and training sequence length of NP ∈ {2, 4, 8}.

In fact, the performance loss of the mismatched receiver with
respect to the improved receiver becomes insignificant for
NP ≥ 8.

B. Case of the Turbo-PIC Detector

For the case of the turbo-PIC detector, Fig. 3 shows BER
curves of the mismatched and improved receivers under the
same conditions as in Fig. 2. We see that the gain in the SNR of
the improved detector to attain the BER of 10−5 is now about
1.4, 0.5, and 0.2 dB, respectively, for NP = 2, 4, and 8. In fact,
the gain is more important than for turbo-MAP.

It is interesting to see the evolution of BER versus the
number of iterations. We have shown in Fig. 4, for NP = 2,
the corresponding BER curves for the cases of mismatched and
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Fig. 4. BER performance of the improved and the mismatched turbo-PIC
through iterations. NP = 2. Other parameters are the same as in Fig. 3.
Numbers on the curves indicate iteration numbers.

improved detectors for up to five iterations of the receiver. We
notice that the two detectors have almost the same convergence
trend, and the major improvement is obtained after the second
iteration for both detectors. As a result, if, due to complexity
reduction, we only process two receiver iterations, then we still
have a considerable performance gain by using the improved
detector.

We have also considered the case of a 2×2 system with a
larger sized signal constellation, i.e., the 16-QAM (results are
not shown due to space limits). The obtained gain by using
the improved detector is less considerable compared with the
case of QPSK modulation. In fact, even with perfect CSIR, for
larger constellation sizes, turbo-PIC becomes more suboptimal,
except in the presence of high (time or space) diversity. Conse-
quently, the improved turbo-PIC does not offer a considerable
gain compared to the mismatched detector.

C. Case of Turbo-PIC Detector With ST Coding

We have considered the simple spatial multiplexing at the
transmitter. It is interesting to study the performance of the
improved detector for more powerful ST codes. We consider
here as the ST scheme the optimized golden code (GLD),
as presented in [30] for the case of two transmit antennas
and MR ≥ MT , which offers full-rate and full-diversity with
nonvanishing determinant. With this ST scheme, each vector
of four symbols s = [ s1 s2 s3 s4 ]T is mapped into a
(2 × 2) matrix X as described as follows:

X =
1√
5

[
α[s1 + θs2] α[s3 + θs4]
γα[s3 + θs4] α[s1 + θs2]

]
(48)

where

θ =
1 +

√
5

2
, α = 1 + j(1 − θ), θ = 1 − θ

α = 1 + j(1 − θ), γ = j, j =
√
−1.

Fig. 5. BER performance of the improved and the mismatched turbo-PIC with
the 2×2 MIMO with the GLD ST scheme, i.i.d. Rayleigh fading with Nc = 4,
QPSK modulation, and training sequence length of NP ∈ {2, 4, 8}.

Fig. 6. BER performance of the exact and the simplified turbo-PIC imple-
mentations with 2×2 MIMO, i.i.d. Rayleigh fading with Nc = 4, and per-
fect CSIR.

Fig. 5 contrasts the BER curves of the receiver for the cases
of improved and mismatched detectors. It is shown that the
performance gain by using the improved detector can be quite
considerable in this case. The SNR gains at a BER of 10−5 are
of 2.3, 0.9, and 0.4 dB for NP = 2, 4, and 8, respectively.

D. Case of the Simplified Turbo-PIC Detector

Let us now consider the case of the simplified soft-PIC and
study the performance gain by using the improved detector.
Remember that, here, both the mismatched and the improved
simplified detectors need to calculate the MMSE filter once per
channel realization and not for each channel use, as in the case
for the exact implementation of the soft-PIC.

First, in Fig. 6, we have compared the performances of
the exact and the simplified turbo-PIC for the case of perfect
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Fig. 7. BER performance of the improved and the mismatched simplified
turbo-PIC with 2×2 MIMO with the V-BLAST ST scheme, i.i.d. Rayleigh
fading with Nc = 4, QPSK modulation, and training sequence length of NP ∈
{2, 4, 8}.

CSIR, where a 2×2 system is considered with the simple
V-BLAST (QPSK modulation and 16-QAM) and with the GLD
scheme (QPSK modulation). We notice that the performance
degradation by using the simplified soft-PIC detector at the
BER of 10−5 is about 0.6 and 0.7 dB, respectively, for the
V-BLAST and GLD schemes with a QPSK modulation and
more than 3 dB for the V-BLAST scheme with 16-QAM. In ef-
fect, for large constellation sizes, the performance degradation
by the simplification made in soft-PIC becomes considerable.

Now, consider Fig. 7, which compares the performances of
the mismatched and the improved simplified detectors under the
same conditions as in Fig. 3, i.e., for a V-BLAST scheme with
QPSK modulation. We notice that the gain in SNR by using the
improved detector is as important as in the case of the exact
formulation of the soft-PIC and is about 1.4, 0.7, and 0.2 dB for
NP = 2, 4, and 8, respectively.

VII. IMPACT ON THE CONVERGENCE OF TURBO-PIC

It is interesting to study the influence of the proposed modi-
fication on the convergence of the turbo-PIC detector. For this
purpose, we consider the extrinsic-information transfer (EXIT)
charts, which are simple efficient tools for the convergence
analysis of iterative receivers [31], [32]. They are based on the
flow of the extrinsic information exchanged between the SISO
blocks in an iterative scheme and give insight into the conver-
gence behavior of the receiver. In the following discussion, we
briefly introduce this tool and refer to the provided references
for more details.

In the EXIT chart analysis, the LLRs input to a SISO block
are assumed to be uncorrelated and to follow a Gaussian dis-
tribution, with its mean being related to its variance [31]. Note
that these assumptions are not perfectly satisfied in practice. As
a result, EXIT charts do not exactly predict the convergence
behavior of the receiver. For turbo-PIC, a posteriori (and not
extrinsic) LLRs are fed from the decoder to the MIMO detector.

Fig. 8. EXIT charts analysis of the improved and the mismatched turbo-PIC
with 2×2 MIMO with the GLD ST scheme, i.i.d. Rayleigh fading with Nc = 4,
QPSK modulation, and training sequence length of NP = 2. Eb/N0 = 5 dB.
“it” stands for iteration number.

However, it is quite logical to also consider the aforementioned
assumptions for the a posteriori LLRs.

Let us use the subscripts .A (for a priori) and .E (for
extrinsic) to denote the variables at the input and output of a
SISO block, respectively. Note that, for the MIMO detector,
the subscript .E corresponds to extrinsic LLRs, whereas for the
decoder, it corresponds to a posteriori LLRs. In addition, let
us denote by IA and IE the mutual information at the input
and output of a SISO block, respectively. The behavior of the
iterative detector is determined by associating IDET

E ⇒ IDEC
A

and, inversely, IDEC
E ⇒ IDET

A , where the superscripts .DET and
.DEC refer to the MIMO detector and the channel decoder,
respectively.

We have shown in Fig. 8 the EXIT charts of the soft-PIC
detector for two cases of mismatched and improved receivers,
as well as that of the Max-Log-MAP decoder.1 The exact
formulation of the soft-PIC detector is considered. To better see
the difference between the two detectors, we have considered
the GLD ST scheme and set NP to 2 and Eb/N0 to a relatively
low value, i.e., 5 dB. The iterative process is characterized by a
trace between the EXIT curves of the MIMO detector and the
decoder. This is shown in the figure for the improved detector.
Notice that, at the first iteration, where there is no a priori infor-
mation on the transmitted symbols available, i.e., IDET

A = 0, we
perform an MMSE detection, and the EXIT characteristic of the
soft-PIC is specified by a single point. For the next iterations,
where we perform soft interference cancellation, the EXIT
curve is obtained for 0 ≤ IDET

A ≤ 1. As a result, the EXIT trace
starts at the point that corresponds to the first iteration of the
detector and proceeds according to the curve corresponding to
the next iterations. Note that the obtained trajectory provides

1Note that it is not really correct to use the term “EXIT” chart for the SISO
decoder in turbo-PIC, because it delivers a posteriori LLRs at its output. In
addition, note the particular form of the corresponding curve in Fig. 8, which is
due to the same reason.
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an asymptotic (or an approximate) description of the receiver
convergence. In particular, for the assumption of uncorrelated
LLRs, this trajectory would correspond to the case of perfect
interleaving with infinite interleaver size.

We notice that the EXIT curve of the improved detector
(for any iteration) lays above that of the mismatched detector.
Interestingly, the distance between the curves of improved and
mismatched detectors becomes much more considerable by
increasing the a priori information IDET

A . This result confirms
the lower BER after convergence for the improved detector.
Note that the final BER depends on the intersection point of the
EXIT curves of the detector and the decoder. The closer the
corresponding IDEC

E is to one, the lower the BER becomes.
The convergence rate is almost the same for the two detectors,
because their EXIT curves have almost the same slope. We
notice that both improved and mismatched detectors require
about only two iterations to achieve the decoder output mutual
information very close to one. In other words, by using the
improved soft-PIC detector, in practice, no improvement is
achieved in terms of the receiver convergence rate. This result
is in accordance with the results in Fig. 4.

VIII. CONCLUSION AND DISCUSSIONS

By introducing a Bayesian approach that characterizes the
channel-estimation process, we have proposed a general de-
tector design that takes into account the imperfect channel
estimate. Using this design, we derived two improved iterative
MIMO receivers based on MAP and soft-PIC detectors that
mitigate the impact of channel uncertainty on the detection
performance. The cases of the exact and the simplified im-
plementations of the soft-PIC detector were both treated. The
formulation of the improved detector was provided for the
simple case of the V-BLAST scheme. We have also provided its
extension to the more general case of LD codes. We showed that
the classically used mismatched detector becomes suboptimal
once it is compared with the proposed detectors, in particu-
lar when only few pilots are devoted for channel estimation.
The important point is that the performance improvement is
obtained while imposing no considerable increase on the re-
ceiver’s complexity. For ST schemes designed by imposing
more constraints on the coding rate and/or diversity, e.g.,
the full-rate full-diversity GLD scheme, the receiver is more
sensitive to the channel-estimation errors, and the improved
detector provides even more important gains. By analyzing the
convergence behavior of the iterative receiver, we showed that
the improved soft-PIC detector does not bring a significant
improvement in the convergence rate compared with the mis-
matched detector.

The amount of performance improvement provided by the
improved detector is a function of the channel-estimation error
variance. In the presented results, we have noticed that a rela-
tively small performance improvement is achieved, except for
a very small number of pilot symbols. Thus, the proposed im-
proved detector is particularly interesting under the conditions
of relatively fast fading. In such cases, it is important to transmit
as few pilots as possible to avoid a significant loss in spectral
efficiency. In other words, we can use few pilot symbols and

employ the improved detector, hence reducing the loss in data
rate due to pilot insertion.

One should also note that, in the presented results, we have
set equal average power for pilot and data symbols. Obviously,
if we allocate less power to pilots, the improved detector will
provide larger gains with respect to the mismatched detector.
In other words, by employing the improved detector, we can
reduce the pilot’s power and dedicate more power to data
symbols, hence improving the system performance in terms of
channel capacity. Again, this result is of particular interest in
relatively fast-fading channels.

Finally, note that, although we have considered LS channel
estimation in this work, the extension of the proposed detector
to the MMSE channel estimation is rather straightforward.

APPENDIX I
A. Derivation of the a Posteriori Probability (10)

The following theorem is derived in [33].
Theorem 1.1: Let x1 and x2 be circularly symmetric com-

plex Gaussian random vectors with zero means and full-
rank covariance matrices Σij = E[xix

†
j ]. Then, the conditional

random vector x1|x2 ∼ CN (μ,Σ) is circularly symmetric
complex Gaussian with mean μ = Σ12Σ−1

22 x2 and covariance
matrix Σ = Σ12Σ−1

22 Σ21.
We denote by Hi and Ĥi the ith column of matrices H and

Ĥ, respectively, and set x1 = Hi and x2 = Ĥi. Based on (2)
and (9), we have Σ11 = Σ12 = ΣH and Σ22 = ΣH + ΣE in
Theorem 1.1. According to the theorem, the conditional pdf
of Hi|Ĥi is a circularly symmetric complex Gaussian distribu-
tion with

mean =ΣΔĤi

where
ΣΔ

Δ=ΣH(ΣH + ΣE)−1 (49)

covariance matrix =ΣH − ΣH(ΣH + ΣE)−1Σ†
H

=ΣΔΣE . (50)

The equivalence in (50) is shown by left multiplying both sides
of (ΣE + ΣH) − Σ†

H = ΣE by ΣH(ΣE + ΣH)−1.
Assuming the same covariance matrix for all columns of H

and Ĥ, we obtain the a posteriori pdf (10).

B. Evaluation of the Likelihood Function (17)

To evaluate the conditional expectation in (17), we use the
following theorem from [34].

Theorem 1.2: For a circularly symmetric complex random
vector u ∼ CN (m,Σ) with mean m = E[u], covariance ma-
trix Σ = E[uu†] − mm†, and a Hermitian matrix A such that
I + ΣA > 0, we have

Eu

[
exp{−u†Au}

]
=

exp
{
−m†A(I + ΣA)−1m

}
det{I + ΣA} . (51)

Let us define u = yk − Hsk. Using the a posteriori distribu-
tion of (10) and after some algebra, we can derive the condi-
tional pdf of u, given sk and Ĥ as u|(sk, Ĥ) ∼ CN (mu,Σu),
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where mu = yk − ΣΔĤsk, and Σu = ΣΔΣE‖sk‖2. We fur-
ther define A = Σ−1

z . By applying Theorem 1.2, (17) is written
as (52), shown at the bottom of page. Σz , ΣΔ and ΣE are
diagonal matrices; thus, the latter equation is rewritten as

W̃ (yk|Ĥ, sk)

=
exp

{
−(yk−δĤsk)†

(
Σz+δΣE‖sk‖2

)−1 (yk−δĤsk)
}

det {π (Σz+δΣE‖sk‖)}

= CN
(
δĤsk,Σz+δΣcalE‖sk‖2

)
. (53)

APPENDIX II
DETAILS ON THE FORMULATION OF

THE IMPROVED SOFT-PIC

A. Derivation of the Improved MMSE Filter (38)

The inner expectations involved in (37) can easily be evalu-
ated from (35) as

Rsi
k
yi

k
= Esk,zk

[
si

kyi
k

†] = σ2
si

k
h†

i + mk,i(Hi − Ĥi)
† (54)

Ryi
k

= Esk,zk

[
yi

k
yi

k

†]
=σ2

si
k
hih

†
i + HiΛk,iH

†
i + himk,iH

†
i + Him

†
k,ih

†
i

− himk,iĤ
†
i − Ĥim

†
k,ih

†
i−HiΛ̃k,iĤ

†
i−ĤiΛ̃k,iH

†
i

+ ĤiΛ̃k,iĤ
†
i + σ2

zIMR
. (55)

Thus, we have to evaluate the outer expectations as follows:

Rsi
k
yi

k
= E

H|Ĥ[Rsi
k
yi

k
]

Ryi
k

= E
H|Ĥ[Ryi

k
].

To compute for the aforementioned expectations, we use the
following lemma [35].

Lemma 1: For a circularly symmetric complex Gaussian
random rowwise vector x ∼ CN (μ,Σ) and a Hermitian
matrix A, we have

Ex[xAx†] = tr(AΣ) + μAμ†. (56)

By applying Lemma 1 and using the a posteriori channel pdf
(12), it is straightforward to find Rsi

k
yi

k
in (39) as

Rsi
k
yi

k
= E

H|Ĥ

[
Rsi

k
yi

k

]
= δσ2

si
k
ĥ†

i + (δ − 1)mk,iĤ
†
i. (57)

The evaluation of Ryi
k

in (40) involves the following equalities:

E
hi|ĥi

[
hih

†
i

]
= δ2ĥiĥ

†
i + (1 − δ)IMR

E
hi|ĥi

[
himk,iH

†
i

]
= δ2ĥimk,iĤ

†
i

E
H

i
|Ĥ

i

[
HiΛ̃k,iĤ

†
i

]
= δĤiΛ̃k,iĤ

†
i

E
H

i
|Ĥ

i

[
HiΛk,iH

†
i

]
= δ2ĤiΛk,iĤ

†
i + (1 − δ)tr(Λk,i)IMR

.

Now, by using the aforementioned equalities, we obtain

Ryi
k
= δ2σ2

si
k
ĥiĥ

†
i + (1− δ)σ2

si
k
IMR

+ σ2
zIMR

+δ2ĤiΛk,iĤ
†
i

+ (1 − δ)tr(Λk,i)IMR
+ δ2ĥimk,iĤ

†
i + δ2Ĥim

†
k,iĥ

†
i

− δĥimk,iĤ
†
i − δĤim

†
k,iĥ

†
i − δĤiΛ̃k,iĤ

†
i

− δĤiΛ̃k,iĤ
†
i + ĤiΛ̃k,iĤ

†
i. (58)

Equation (40) directly follows after rearranging the terms in
(58). As a result, based on (57) and (58), we obtain the im-
proved MMSE filter (38).

B. Derivation of the Variance σ2
ηk,i

in (44)

Based on (27), we can evaluate the mean-square error (MSE)
at the output of the turbo-PIC detector as

σ2
MSE = E

[∣∣∣si
k − wi

kyi
k

∣∣∣2]
=σ2

si
k
− Rsi

k
yi

k
wi

k
† − wi

kRyi
k
si

k
+ wi

kRyi
k
wi

k
†
. (59)

wi
k = Rsi

k
yi

k
R−1

yi
k

; thus, we have Rsi
k
yi

k
wi†

k = wi
kRyi

k
wi†

k .

Consequently, (59) reduces to

σ2
MSE = σ2

si
k
wi

kRyi
k
si

k
. (60)

For the case of the improved detector, after using w̃i
k and Rsi

k
yi

k

from (38) and (39) instead of wi
k and Rsi

k
yi

k
in (60), we obtain

σ2
MSE-IM = σ2

si
k
(1 − μk,i) − (δ − 1)w̃i

kĤim
†
k,i (61)

where μk,i = δw̃i
kĥi.Alternatively, based on (43), we have

σ2
MSE-IM = E

[∣∣si
k −

(
μk,is

i
k + ηk,i

)∣∣2]
= (1 − μk,i)2σ2

si
k

+ σ2
ηi

k
− 2Re

×
(
(δ − 1)

(
1 − μ∗

k,i

)
w̃i

kĤim
†
k,i

)
. (62)

W̃ (yk|Ĥ, sk) = E
H|Ĥ

[
exp

{
−(yk − Hsk)†Σ−1

z (yk − Hsk)
}

det{πΣz}

]

=
exp

{
−(yk − ΣΔĤs)†Σ−1

z

(
I + ΣΔΣE‖sk‖2Σ−1

z

)−1 (yk − ΣΔĤsk)
}

det
(
πΣz

(
I + ΣΔΣE‖sk‖2Σ−1

z

)) (52)
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Comparing (61) and (62) leads to

σ2
ηi

k
=

(
μk,i − μ2

k,i

)
σ2

si
k

+ (δ − 1)

×
[
2Re

((
1 − μ∗

k,i

)
w̃i

kĤim
†
k,i

)
− w̃i

kĤim
†
k,i

]
. (63)

Notice that, by setting δ to be equal to one (which corresponds
to perfect CSIR) in (63), we retrieve the classical expression
derived in the literature, i.e., σ2

ηi
k

= (μk,i − μ2
k,i)σ

2
si

k

(for ex-

ample, see [16] and [29]).

REFERENCES

[1] E. Telatar, “Capacity of multi-antenna Gaussian channels,” Eur. Trans.
Telecommun., vol. 10, no. 6, pp. 585–595, Nov./Dec. 1999.

[2] B. Hassibi and B. M. Hochwald, “How much training is needed in
multiple-antenna wireless links?” IEEE Trans. Inf. Theory, vol. 49, no. 4,
pp. 951–963, Apr. 2003.

[3] J. K. Cavers, “An analysis of pilot symbol assisted modulation for
Rayleigh fading channels,” IEEE Trans. Veh. Technol., vol. 40, no. 4,
pp. 686–693, Nov. 1991.

[4] P. Garg, R. K. Mallik, and H. M. Gupta, “Performance analysis of space-
time coding with imperfect channel estimation,” IEEE Trans. Wireless
Commun., vol. 4, no. 4, pp. 257–265, Jan. 2005.

[5] G. Taricco and E. Biglieri, “Space-time decoding with imperfect channel
estimation,” IEEE Trans. Wireless Commun., vol. 4, no. 4, pp. 1874–1888,
Jul. 2005.

[6] K. Ahmed, C. Tepedelenhoglu, and A. Spanias, “Effect of channel esti-
mation on pair-wise error probability in OFDM,” in Proc. IEEE ICASSP,
May 2004, pp. 745–748.

[7] A. Leke and J. M. Cioffi, “Impact of imperfect channel knowledge on
the performance of multicarrier systems,” in Proc. IEEE GLOBECOM,
Nov. 1998, pp. 951–955.

[8] V. Tarokh, A. Naguib, N. Seshadri, and A. R. Calderbank, “Space-time
codes for high data rate wireless communication: Performance criteria in
the presence of channel estimation errors, mobility, and multiple paths,”
IEEE Trans. Commun., vol. 47, no. 2, pp. 199–207, Feb. 1999.

[9] S. M. S. Sadough, P. Piantanida, and P. Duhamel, “MIMO-OFDM opti-
mal decoding and achievable information rates under imperfect channel
estimation,” in Proc. SPAWC, Jun. 2007, pp. 1–5.

[10] S. M. S. Sadough and P. Duhamel, “Improved iterative detection and
achieved throughputs of OFDM systems under imperfect channel esti-
mation,” IEEE Trans. Wireless Commun., vol. 7, no. 12, pp. 5039–5050,
Dec. 2008.

[11] S. M. S. Sadough, P. Piantanida, and P. Duhamel, “Achievable outage
rates with improved decoding of BICM multiband OFDM under chan-
nel estimation errors,” in Proc. Asilomar Conf. Signals, Syst. Comput.,
Oct. 2006, pp. 1806–1810.

[12] S. M.-S. Sadough, M. M. Ichir, P. Duhamel, and E. Jaffrot, “Wavelet based
semi-blind channel estimation for ultra wideband OFDM systems,” IEEE
Trans. Veh. Technol., to be published.

[13] A. M. Tonello, “Space-time bit-interleaved coded modulation with an
iterative decoding strategy,” in Proc. Veh. Technol. Conf., Sep. 2000,
pp. 473–478.

[14] J. J. Boutros, F. Boixadera, and C. Lamy, “Bit-interleaved coded modu-
lations for multiple-input multiple-output channels,” in Proc. Int. Symp.
Spread Spectrum Tech. Appl., Sep. 2000, pp. 123–126.

[15] M. A. Khalighi and J. J. Boutros, “Semi-blind channel estimation using
EM algorithm in iterative MIMO APP detectors,” IEEE Trans. Wireless
Commun., vol. 5, no. 11, pp. 3165–3173, Nov. 2006.

[16] X. Wang and H. V. Poor, “Iterative (turbo) soft interference cancellation
and decoding for coded CDMA,” IEEE Trans. Commun., vol. 47, no. 7,
pp. 1046–1061, Jul. 1999.

[17] M. Sellathurai and S. Haykin, “Turbo-BLAST for wireless communica-
tions: Theory and experiments,” IEEE Trans. Signal Process., vol. 50,
no. 10, pp. 2538–2546, Oct. 2002.

[18] H. Lee, B. Lee, and I. Lee, “Iterative detection and decoding with
improved V-BLAST for MIMO-OFDM systems,” IEEE J. Sel. Areas
Commun., vol. 24, no. 3, pp. 504–513, Mar. 2006.

[19] G. Caire, G. Taricco, and E. Biglieri, “Bit-interleaved coded modulation,”
IEEE Trans. Inf. Theory, vol. 44, no. 3, pp. 927–945, May 1998.

[20] J. Balakrishnan, M. Rupp, and H. Viswanathan, “Optimal channel train-
ing for multiple antenna systems,” in Proc. Conf. Multiaccess, Mobility
Teletraffic Wireless Commun., Miami, FL, Dec. 2000, pp. 25–36.

[21] P. Robertson, P. Hoeher, and E. Villebrun, “Optimal and suboptimal max-
imum a posteriori algorithms suitable for turbo decoding,” Eur. Trans.
Telecommun., vol. 8, no. 2, pp. 119–125, Mar./Apr. 1997.

[22] L. Bahl, J. Cocke, F. Jelinek, and J. Raviv, “Optimal decoding of
linear codes for minimizing symbol error rate,” IEEE Trans. Inf. Theory,
vol. IT-20, no. 2, pp. 284–287, Mar. 1974.

[23] M. A. Khalighi, J. Boutros, and J.-F. Hélard, “Data-aided channel estima-
tion for turbo-PIC MIMO detectors,” IEEE Commun. Lett., vol. 10, no. 5,
pp. 350–352, May 2006.

[24] L. Scharf, Statistical Signal Processing. Reading, MA: Addison-Wesley,
1991.

[25] T. Oomori, T. Asai, and T. Matsumoto, “A matched filter approximation
for SC/MMSE turbo equalizers,” IEEE Commun. Lett., vol. 5, no. 7,
pp. 310–312, Jul. 2001.

[26] M. A. Khalighi, J.-F. Hélard, and S. Bourennane, “Choice of appropriate
space-time coding scheme for MIMO systems employing channel coding
under BICM,” in Proc. IEEE SPAWC, Cannes, France, Jul. 2006, pp. 1–5.

[27] M. A. Khalighi, J.-F. Hélard, and S. Bourennane, “Contrasting orthogonal
and nonorthogonal space-time schemes for perfectly known and estimated
MIMO channels,” in Proc. ICCS, Singapore, Oct./Nov. 2006, pp. 1–5.

[28] B. Hassibi and B. M. Hochwald, “High-rate codes that are linear in
space and time,” IEEE Trans. Inf. Theory, vol. 48, no. 7, pp. 1804–1824,
Jul. 2002.

[29] A. Dejonghe and L. Vandendorpe, “Turbo-equalization for multilevel
modulation: An efficient low-complexity scheme,” in Proc. ICC, 2002,
pp. 1863–1867.

[30] J.-C. Belfiore, G. Rekaya, and E. Viterbo, “The golden code: A 2 × 2
full-rate space-time code with nonvanishing determinants,” IEEE Trans.
Inf. Theory, vol. 51, no. 4, pp. 1432–1436, Apr. 2005.

[31] S. ten Brink, “Convergence behavior of iteratively decoded parallel con-
catenated codes,” IEEE Trans. Commun., vol. 49, no. 10, pp. 1727–1737,
Oct. 2001.

[32] M. Tuchler, R. Koetter, and A. C. Singer, “Turbo equalization: Principles
and new results,” IEEE Trans. Commun., vol. 50, no. 5, pp. 754–767,
May 2002.

[33] M. Bilodeau and D. Brenner, Theory of Multivariate Statistics.
New York: Springer-Verlag, 1999.

[34] M. Schwartz, W. R. Bennett, and S. Stein, Communications Systems and
Techniques. New York: McGraw-Hill, 1966.

[35] G. Seber and A. Lee, Linear Regression Analysis. Hoboken, NJ: Wiley,
2002.

Seyed Mohammad-Sajad Sadough (S’04–M’08)
was born in Paris, France, in 1979. He received the
B.Sc. degree in electrical engineering (electronics)
from the Shahid Beheshti University, Tehran, Iran,
in 2002 and the M.Sc. and Ph.D. degrees in elec-
trical engineering (telecommunications) from Paris
Sud 11 University, Orsay, France, in 2004 and 2008,
respectively.

From 2004 to 2007, he was with the National En-
gineering School in Advanced Techniques (ENSTA),
Paris, and the Laboratory of Signals and Systems,

Supélec—National Scientific Research Center (CNRS), Gif sur Yvette, France.
He was a Lecturer with the Department of Electronics and Computer En-
gineering, ENSTA, where his research activities were focused on improved
reception schemes for ultrawideband communication systems. From December
2007 to September 2008, he was a Postdoctoral Researcher with the labora-
toire des Signaux et Systèmes (LSS), Supélec-CNRS, where he was involved
in research projects with Alcatel-Lucent on satellite mobile communication
systems. Since October 2008, he has been with the Faculty of Electrical and
Computer Engineering, Shahid Beheshti University, where he is currently an
Assistant Professor with the Department of Telecommunications. His research
interests include signal processing for wireless communications, with particular
emphasis on multicarrier and multiple-input–multiple-output systems, joint
channel estimation and decoding, iterative reception schemes, and interference
cancellation under partial channel-state information.

Authorized licensed use limited to: Synopsys. Downloaded on November 27, 2009 at 08:30 from IEEE Xplore.  Restrictions apply. 



SADOUGH et al.: IMPROVED ITERATIVE MIMO SIGNAL DETECTION FOR CHANNEL-ESTIMATION ERRORS 3167

Mohammad-Ali Khalighi (SM’07) received the
Ph.D. degree in electrical engineering from the Insti-
tut National Polytechnique de Grenoble, Grenoble,
France, in 2002.

From 2002 to 2005, he was with Grenoble Images
Parole Signal Automatique (GIPSA)-Lab, the Ecole
Nationale Superieure des Télécommunications—
Telecom ParisTech, Paris, France, and the Institut
d’Électronique et de Télécommunications de Rennes
Laboratory, Rennes, France, as a Postdoctoral Re-
search Fellow. Since 2005, he has been with the

École Centrale Marseille and the Institut Fresnel, Marseille, France, where he
is currently an Assistant Professor. His research interests include coding, signal
detection, and channel estimation for high-data-rate communication systems.

Pierre Duhamel (M’87–SM’87–F’98) was born in
France in 1953. He received the B.Eng. degree in
electrical engineering from the National Institute
for Applied Sciences, Rennes, France, in 1975 and
the Dr.Eng. and Doctorat ès Sciences degrees from
Orsay University, Orsay, France, in 1978 and 1986,
respectively.

From 1975 to 1980, he was with Thomson-CSF,
Paris, France, working on circuit theory and sig-
nal processing, including digital filtering and analog
fault diagnosis. In 1980, he joined the National Re-

search Center in Telecommunications, Issy les Moulineaux, France, where his
research activities were first concerned with the design of recursive charged-
coupled device filters. Later, he worked on fast algorithms for computing
Fourier transforms and convolutions and applied similar techniques to adaptive
filtering, spectral analysis, and wavelet transforms. From 1993 to September
2000, he was a Professor with the National School of Engineering in Telecom-
munications, Paris, where his research activities focused on signal processing
for communications, and where he was the Head of the Signal and Image
Processing Department from 1997 to 2000. He is currently with the National
Scientific Research Centre/Laboratory of Signals and Systems—Supélec, Gif
sur Yvette, France, where he is developing studies in signal processing for com-
munications (including equalization, iterative decoding, multicarrier systems,
and cooperation) and signal/image processing for multimedia applications,
including source coding, joint source/channel coding, watermarking, and audio-
processing. He is currently investigating the application of recent information
theory results to communication theory.

Dr. Duhamel was the Chair of the Digital Signal Processing Committee from
1996 to 1998 and a member of the signal processing for Com Committee until
2001. He was an Associate Editor for the IEEE TRANSACTIONS ON SIGNAL

PROCESSING from 1989 to 1991, an Associate Editor for the IEEE SIGNAL

PROCESSING LETTERS, and a Guest Editor of the IEEE TRANSACTIONS ON

SIGNAL PROCESSING Special Issue on Wavelets. He was a Distinguished Lec-
turer of the IEEE in 1999 and was a General Cochair of the 2001 International
Workshop on Multimedia Signal Processing, Cannes, France. He was also a
Technical Cochair of the 2006 IEEE International Conference on Acoustics,
Speech, and Signal Processing, Toulouse, France. He is a coauthor of the paper
on subspace-based methods for blind equalization, for which he received the
Best Paper Award from the IEEE TRANSACTIONS ON SIGNAL PROCESSING

in 1998. He received the Grand Prix France Telecom from the French Science
Academy in 2000.

Authorized licensed use limited to: Synopsys. Downloaded on November 27, 2009 at 08:30 from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


