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Effect of Mismatched SNR on the Performance on some other SISO algorithms such as Max-Log-MAP and (a spe-
of Log-MAP Turbo Detector cial implementation of) soft-output Viterbi algorithm (SOWAjlo not

need this information (see Section 11I-C). The misknowledge of SNR

Mohammad Ali Khalighi may result in a degradation of the BER performance of the Log-MAP

turbo detector and it can even lose its advantage over those “subop-

Abstract—The effect of signal-to-noise ratio (SNR) mismatch on the timal” turbo detectors. . . .
bit error rate (BER) performance of Log-MAP turbo detector is studied. Recently, the problem of misestimation of SNR on the BER per-

It is shown that the sensitivity to the mismatched SNR depends on the formance of turbalecoderds studied in several works [9]-[12]. It is
channel loss and the encoder memory length. In particular, the sensitivity shown that the Log-MAP turbo decoder is more sensitive to an under-
is more important for a “difficult-to-equalize” channel or, in other words, . . . .

a high-loss channel. In fact, by affecting the equalizer and the decoder, a estimation of SNR than to an Qverestlmatlon. _On the_ pther hand, the
mismatched SNR (with an offset with respect to the true SNR) affects the Max-Log-MAP turbo decoder is shown to be insensitive to an SNR
convergence of the turbo detector. Using the asymptotic analysis tool of mismatch. However, it seems that there is no previous work in the lit-

extrinsic information transfer (EXIT) charts, the effect of a positive or a  gratre on the performance evaluation in the case of turbo detection.
negative SNR offset on the convergence of the Log-MAP turbo detector

is studied. When no information is available at the receiver on SNR, an This paper is organized as follows. After a brief introduction
online estimation of SNR is necessary in order to not lose the advantage Of turbo detection in Section Il, we will formulate the Log-MAP
of the Log-MAP turbo detector over other suboptimalturbo detectors. In  equalization algorithm in Section Il and will show where SNR is
f)hf'fzr‘é'es";’ii;;ien'gt:‘éz%é'mple SNR estimation method is proposed, which o ireq in this algorithm. Also, it is explained why Max-Log-MAP
and SOVA turbo detectors do not require SNR knowledge. Next, in

Index Terms—Convergence analysis, extrinsic information transfer gection IV, we present some simulation results studying the impact of
(EXIT) charts, turbo detection, iterative detection, log-maximum a .
posteriori (MAP) algorithm, signal-to-noise ratio (SNR) estimation, 2" SNR mismatch on the BER performance of the Log-MAP turbo
signal-to-noise ratio (SNR) mismatch, soft-output Viterbi algorithm detector. In order to better understand the effect of SNR mismatch,
(SOVA) . in Section V we present an asymptotic analysis based on extrinsic
information transfer (EXIT) charts. From these results, we will see
the necessity of an online SNR estimation, for which we propose a
relatively simple method in Section VI and will study the obtained

After the invention of turbo codes in 1993 by Berretal.[1], which  performance. Conclusions are given in Section VII.
consists of applying the “turbo principle” to the decoding of parallel Binary phase-shift keying (BPSK) signaling is considered
concatenated convolutional codes, the turbo principle was appliedit@oughout the paper and it is assumed that the channel coefficients
the equalization and decoding in 1995 by Douillatdl.[2]. In turbo  are known at receiver.
detection (or turbo equalization), the delay-dispersive channel that in-
duces intersymbol interference (ISl) at receiver is regarded as an en-
coder serially concatenated to the channel encoder, usually a convolu-
tional code. The same principle of turbo decoding is used at receive/At the transmitter, information bits,, are first encoded, usually
to “decode” the channel by a soft-input—soft-output (SISO) equa|izg§ing an recursive systematic convolutional (RSC) code. Before being
and the channel code by a SISO decoder in an iterative manner. TiH§smitted through the channel, the encoded bitsare interleaved
technique is referred to asrbo detectior{3].1 via an interleaver with siz&y.

For turbo detection, the optimal SISO algorithm [in the sense of min- Fig. 1 shows the block diagram of the turbo detector employed at
imum bit error rate (BER)] to be used for equalization/decoding is t{Be receiver, after the demodulation and sampling of the received signal
symbol-maximurma posteriori(MAP), also known as the BCJR algo- (0ne sample per symbol duration). First, a SISO equalizer tries to re-
rithm [6].2 It derives its advantage over other algorithms for great&fove the ISI; thesoftoutputs of this equalizeE®, which are in the
encoder memory lengths and difficult-to-equalize channels, especidfym of log likelihood ratio (LLR; also called L-value) are then used
in low signal-to-noise ratio (SNR) [7], [8]. In practice, this algorithm id© feed a SISO decoder, which decodes the RSC channel coding made
implemented in the logarithmic domain in order to reduce the numett transmitter. Notice that we have used different indexear(d )
ical computation problems. The resulting algorithm is called Log-MAR0 take into account the interleaving/deinterleaving. In the next iter-

Theoretically, the knowledge of SNR is necessary in the implemeftion, profiting from the information at the decoder outfilit*, the

tation of the Log-MAP turbo detect8rwhile turbo detectors based €gualizer tries to equalize the initial received symtmter In this
way, the equalizer, in fact, can profit from the redundancy added in the

transmitted data by channel encoding. The procedure of equalization
and decoding is repeated for several iterations. Each timexthiesic
Manuscript received October 22, 2002; revised May 6, 2003.

LLRs at the output of a SISO block (denoted by the subserip} are
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1Sometimes a distinction is made betwéerbo detectiorandturbo equal- information (observations) that they receive. .
izatior; the latter is usually used when a simple equalizer is employed [4], [5]. 1here would be no need to present the formulation of the MAP de-

2To be precise, this is true under the condition of white noise. coding, since itis given in several works in detail, especially in [6], [13].
3When we speak of “Log-MAP turbo detector,” for example, we mean that
the Log-MAP algorithm is used for both equalization and decoding. The same

is used for turbo detectors based on Max-Log-MAP and soft-output Viterbi al-4In this paper, by SOVA algorithm we mean a special implementation for
gorithm (SOVA) algorithms. SOVA, as explained in Section IlI-C.

. INTRODUCTION

Il. PRINCIPLE OF TURBO DETECTION

0018-9545/03$17.00 © 2003 IEEE
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Fig. 1. Block diagram of the turbo detector.

It is, however, interesting to present the formulation of forward—back- In this paper, we consider the Log-MAP algorithm, i.e., using the
ward Log-MAP equalizer that we provide in the following section. Thexact calculation of the correction function in (3). So we write (1) in
differences with the case of MAP decoding are in metric calculatidhe form

and |nlwork|n.g |n'Fhe Iogarlth.mlc doma!n.We will see how SNR kr?owl- L5ug) = Jac.log[log p(Skfl —m'. 5 = ,m’X?r)]

edge is required in the metric calculation of the Log-MAP equalizer. /

(m',m)

We will also discuss the necessity of SNR knowledge in the case of dp=+1
Max-Log-MAP and SOVA turbo detectors. - Jac.log[log p(Sk_1 =m', 8 = m,X;W)] .
(m',m)
dp=—1
Ill. SISO EQUALIZATION ALGORITHMS AND (4)

THE NEED FORSNR KNOWLEDGE ] ] ] )
Each term in (4) is calculated using the forward—backward algorithm

A. Log-MAP Equalizer as detailed in the following:
The output of the symbol-by-symbol Log-MAP equalizer is defined

as thea posterioriLLR on the transmitted symbols. Regarding the

trellis of the cthi_nneI, for a received symbol sequence (corrupted by + i:/}‘,(nl,/,/nl,) + ,ék,,(m) (5)

noise and ISIX{* (fromz; tozx, with N the length of the sequence), < _ o NS

the LLR of thekth bit u,., corresponding to thieth transmitted symbol ai(m) = Ja,(,f',loqak*l(m ) e, m)] ©)

dy, is obtained by calculating the transition probabilities between all Bre_1(m') = Jaclod 3k (m), 5 (m',m)] @

possible channel states between tirhend(k — 1). For a BPSK sig- m '

naling scheme with symbolg, € {+1, —1},the LLRonux € {0,1}  with the initialization

logp (Sk,l =m', S = leV) = dp_1(m")

is given by )
ao(0) =0, and do(m)=—oc form #0 (8)
L uy) = LLR (uy ‘X?") An(0)=0, and An(m)=-oc form#0. (9
p(ur=1 }Xl\’) The term¥;(m’, m) corresponding to the transition probability be-
= log p(Uk——O|X“) tween two states is computed as
C T 1
S ooy 2 (S50 = m'. S = m XY) Su(mm') = 52 g m') + di L2 (ur) (10)
=log 5 (/h:ﬂ » (S = 5 = . XY L3¢ (uy,) is thea priori LLR ona., , which is in fact the extrinsic infor-
EI":':’Tf PRkt = I, ok =, 21 mation calculated at the decoder output at the previous iteration. Notice

1) that we assume that the information source “generatesVith equal
probability and that there is rintrinsic information on the transmitted

B ;;/ch IO AN .
wheresS,, denotes the channel state at timéEach term in the numer- PItS: 7k (m.m") is given by [16]

ator and denominator indicates the probability of the transition from . . 1 Lo
the staten’ at time(k — 1) to the staten at timek. Ve (m,m’) = —Re [flz <2ka — g[0]dy — 2 Zfl[?]dkiﬂ
In computing the sum of exponential of LLRgacobian logarithm " =1
function is usually considered, which is defined as [14] 11)
o2 is the complex noise variance afd)* andRe[ - | denote the com-
log (CLI + CLQ) =Jac.logL., L) (2) plex conjugate and the real-part operators, respectively. Alsd,=
A (1L —La]) h[n]xh*[—n] with 2[n] the discrete channel impulse response of length
Jac.log L, L) = max(Li, L») + log (1 te ) (L + 1) andx the convolution operatoy, is the output of the matched
=max(Li,Ls) + fo(|L2 — L4]). (3) filter.

Remember that we assumed that the channel is perfectly known at
|- | is the absolute value operator. In practice, the correction functié@ceiver. Thereforgy[n] is known exactly. So, in (11), we need, the

fe(+) in (3) is implemented using a precomputed look-up table [15]. 5The exact expression includes some additive terms, but they can be neglected

This implementation of the Log-MAP algorithm is sometimes callegince regarding (3), which is used in (6) and (7), these additive terms will finally
Max*-Log-MAP algorithm [10]. been cancelled out in (4).
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variance of noise. In fact, when we speak of SNR knowledge, we mean k k40 k+9o
the knowledge of the noise varianeg with the assumption of perfect :
channel knowledge at receiver.

From (10) and (11), SNR is required in the calculation of the branch
metrics and, more precisely, ifi" (m,m'). If SNR is overtaken, the
weight that will be given to the branch metrics is incorrectly greater
than the value that deserves. On the other hand, undertaking the SNR
has the effect that the priori information on symbols are considered
in too strong a manner. However, an SNR mismatch affects alsa the
priori information input to a SISO block, which is in fact the extrinsic
information at the output of the other SISO block in the previous itefig. 2. SOVA decoding: selection of pathassociated with the statewhich
ation. For instance, the LLRs at the output of the Log-MAP equalizéralong the ML path.
are used by the decoder and, hence, any error in these LLRs affects the
decoding procedure too. This, in turn, affects ¢hgriori information The decisioni, on an information bit;, as well as its LLRL (i),
that the equalizer will use in the next iteration. Discussions on the efre optained after a delay 6F For each state of the code trellis, two
fect of the mismatched SNR on the overall performance will be latghths of the trellis merging to this state are considered. The cumulated
made in Section V. metric of each path is calculated by adding the metric of the corre-
sponding branch with the (previous) cumulated metric of the path. At
B. Max-Log-MAP Based Turbo Detector time j, we calculate the cumulated metrit§; (s'*)) of each pathi in

If the correction term (the right-hand-side term) in (3) is neglectetie trellis of the code, ending at each state
for simplicity, the resulting algorithm is called the Max-Log-MAP al- Assume that attime+¢, with0 < ¢ < ¢, the path; with the larger
gorithm. In other words, we use the following approximation: cumulated metridf;4¢(s""¢)) is selected as the path corresponding to
the states (see Fig. 2). Let\% be the difference between the metrics

log (6“ + er'z) ~ max(L, L2). (12)  of two paths;, andi}, ending to the state
;J;g:z%v(elli), (4), (6), and (7) are simplified to (13), (14), and (15), re AL = Mo (s(q)) — Mt (s(w)) > 0. (16)
L*%(ur) = max [log » (Sk,_l =, S = m,XiN)] The likelihood ratio (LR) of this pathi, ) selection is equal ta%. [13].
E[Z:’Tl) Given the maximum likelihood (ML) path (between tirh@ndk +
, N 6), we decide on the bit;. (at the beginning of the window). The cor-
T [Ing (5“'—‘ =m, 5 =m. X, )] responding soft valué (i ) is obtained as explained in the following.
dp=—1 Considering each path selection along the ML path (with the relative
(13) time reference), we trace the discarded path back to the beginning of
&r(m) = max [&x_1 (m'), S (m', m)] (14) the window. If the corresponding decision op, i, equalsiy, the re-
y m liability of this path selectior, is infinity. Otherwise,R, = A%. In
Ar—r(m') = max [Br(m). 5 (m",m)]. (15)  this way, we calculaté (i) as below [13], [17]

Other formulations in Section IlI-A remain unchanged. s R

1) Need-to-SNR KnowledgeAs explained in the following, the L(tx) = dy - 2arctanh<Htanh<7/)> . a7
Max-Log-MAP turbo detector does not need the SNR information. =0

Let us consider an arbitrary (inexact) SNR at receiver. If, at the firs}, . N
iteration, there is no intrinsic information an., which is usually the E(ather than (17), we use the following approximation:
case, from (10) and (11} (m,m') is proportional to the assumed S .
SNR. Itis also the case for, (m) and % (m) from (14) and (15) for Liay) &~ i - min R (18)
everyk andm. Hence, in (5)log p(Sk—1 = m’', Sk = m, X7 ) is also ) ) ) o
proportional to SNR. As a result, the SNR can be factored out in (1§Phe implementation of the SOVA equalizer is similar to that of the

In this way, the calculated LLRs at the output of the SISO equaPC VA decoder explained above, especially for the case of BPSK mod-
izer are proportional to SNR. If the SISO decoding algorithm is aldgation that we consider in this paper. The branch metric calculation
Max-Log-MAP, the LLRs at its output and, hence, the extrinsic LLRS performed acco_rdlng to (10). The implementation is a_httle_ different
L= will be proportional to SNR t00. So the factor SNR can be fadlom the decoder in the case of an RSC code, as detailed in [13] and
tored out in all these operations and in all iterations and, since the fita/ » Since the FIR channel is nonrecursive and the incident branches
hard decisions on the information bits depend only on the sign of tHkach state of the channel trellis correspond to the same input.

LLRs at the decoder output, the whole turbo-detector algorithm perfor-~Or modulations with the number of constellation points greater than
mance does not depend on the assumed SNR. two, there are more than two incident branches to each state of the

trellis. It can be shown that for the numb#r of constellation points,

C. SOVA-Based Turbo Detector attimek + (, the LR of path selectiofy ending to the state is given
by [18
We briefly describe the implementation of SOVA that we COﬂSider [18]
in this paper. As will be seen, we consider some approximations that . ' ¢
- . : " o LR of sel fie = — i —Ay 1
permit the algorithm to be insensitive to the SNR knowledge, while its of selection ot i?cc;% ( - k’q) (19)

performance remains almost unchanged. Ca#p
First consider the implementation of the SOWAcodelin the trace- 6l other words, a window of length between time referencasandk + 6

back mode, as described in detail in [13] and [17]. We use the saf@onsidered. This window is next shifted by one time sample for the decision
notations as in [13] and avoid explaining unnecessary details. on the next bitu., and so on.
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Fig. 3. BER sensitivity of Log-MAP turbo detector to SNR offset; B chaniél= 2, fifth iteration, N = 4096.

with IV. SENSITIVITY OF TURBO DETECTOR TOSNR
The important question is how much the Log-MAP turbo detector
Aly = Myt (s(i“) — Miye (s<i2.q)) ; is sensitive to an SNR mismatch.The sensitivity of Log-MAP turbo
b decoderto SNR mismatch is studied in [9]-[12]. It is shown that the
¢=1....2% qFp. (20) o decoderbasedon Log-MAP is more tolerant of an overestimation

of SNR that an underestimation. We expect almost the same behavior in
p is the index to the branch corresponding to the pathndg is the the case of turbo detection, since the SISO equalization and decoding

index to the other branches. Here, instead of (19), we use the sd¥aged on Log-MAP are very similar.

approximation as we used for Max-Log-MAP algorithm, as follows: ~We use the notation of SNR fdf;, /No, with E;, the average re-
ceived energy per informative bit and, the unilateral noise power

spectral density. So, consideridg = 1 and RSC codes with rate

LR of selection ofi; ~ Inin‘ \ (Aﬁ,q); R = (1/2),we haveE, = (T,/R) ando2 = (No/T), with T the
= symbol duration.

1) We will consider two channels, B and C, with discrete-
time impulse responses of {0.407,0.815,0.407} and
{0.227,0.460, 0.688,0.460,0.227}, respectively [16]. To quantify

It has been verified that the approximations considered here havgha difficulty of channel equalization, we will use the criterion of
very negligible effect on the resulting performance of the SOVA turbghannel lossChannel loss is defined as the ratio of the square of the
detector. In the following, we explain the interest of these approximainimum distance of an additive-white Gaussian-noise (AWGN)
tions. channel to the square of the minimum distance of the channel under

1) Need-to-SNR KnowledgeSimilar to the case of the Max-Log- consideration [16]. For B and C channels, the loss is about 1.757 dB
MAP turbo detector, the SOVA turbo detector that we present abogad 5.007 dB, respectively [19].
does not require SNR knowledge. Simulation results show that if no channel coding is performed, a

Consider the SOVA equalization algorithm. At any instant and farog-MAP equalizer has a low sensitivity to an SNR mismatch and that
each channel statg the cumulated metric of each path mergingto the sensitivity is almost the same for B and C channels [7]. This is

is calculated by adding the metric of the corresponding branch wiliso the case for Log-MAP decoding of convolutional codes when a

the (previous) cumulated metric of the path. Since the branch metfligt channel is considered [7]. In fact, in pure equalization or pure de-

is calculated according to (11), the cumulated metrics of all pathsggding cases, only the sign of LLRs at the output of Log-MAP equal-
any instant are proportional to SNR, provided that there is no intrindiger/decoder is used, so low sensitivity to SNR mismatch is observed.
information on transmitted bits. From (16) or (2@Y;, or A}, (for  However, as we will see in the following, this is not the case when the

b > 1) are also proportional to SNR. By using the approximation af-values are used in a turbo-detection scheme. In this case, different

(18) in the calculation of the L-values of each decision as well as

the approximation of (21) in the calculation of LR of the path selections, . ) I

(or b > 1), the obtained LLR.(i) will be proportonal o SN If_ "5 45EM (0 emember that e nierestaf e defnitn ofthe channeoss

the decoder is also SOVA with the approximation of (18), the final haghualization is equal to the error probability of an AWGN channel (IS! free),

decisions on information bits will not depend on the assumed SNR.with SNR (in decibels) equal to [SNR- channel loss (in decibels)] [16].

a=1....2", q#p.
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Fig. 5. BER sensitivity of Log-MAP turbo detector to SNR offset; C chanhél= 2, eighth iteration N = 4096. SOVA diverges for SNR< 5 dB.

behaviors are observed for different channels and different codes,mamber of iterations resulting in the complete convergence of the
garding the sensitivity to SNR mismatch. turbo detector (i.e., to approach the BER of the AWGN channel) is
Let M be the channel-encoder memory length. Curves of BE&bout five for the case of B channel witlf = 2,5 and eight for
(after five iterations) versus SNR offset are given in Figs. 3 arttie case of C channel with! = 2.
4, respectively, for the case of B channel wilf = 2 and B Notice that the point offset 0 corresponds to the case of exact SNR
channel withAM = 5. Also, curves of BER (after eight iterations)knowledge at receiver. In order to compare the BER performance to that
versus SNR offset are given in Fig. 5 for C channel with= 2. of Max-Log-MAP and SOVA turbo detectors, the corresponding curves
M =2 and M =5 correspond to the encoder generator matrices afe also provided for these cases. Remember that Max-Log-MAP and
[1,7/5] and[1, 75/53], respectively. Random interleaving with sizeSOVA turbo detectors do not need SNR information; so the corre-
N = 64 x 64 is used. In fact, for this interleaver size, the requiredponding BERs do not change with SNR offset.
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From these simulation results, it can be concluded that the sensitivittWe have) < I(X;¢) < 1. Considering the assumption of Gaussian
to SNR is more important for a channel with a greater channel loss. @istribution for L-values, (25) simplifies to the following expression:
the other hand, this sensitivity is more considerable for a greater en- - .
coder memory lengti/. Similar to the case of turbo decoding, a pos- I(X:¢) = / FE]X = +1)log, 2 de. (26)
itive offset in SNR is more tolerable than a negative offset. Discussion -0 L+ exp(=¢)

on these observations s left for the next section. Let us use the subscripts and- ;. to denote the variables at the input

and output of a SISO block, respectively. Also, for simplicity, we will
V. SENSITIVITY ANALYSIS USING EXIT CHARTS denotel (X;¢4) andI(X; ¢x) briefly by T4 andIz, respectively. We
Understanding the presented results by an analytic approach is Afte thatl,y is only a (strictly increasing) function af; , . It equals
ficult because of the nonlinear iterative process of turbo detection.@@nd 1, respectively, for nore , = 0) and perfec{ss, — oc) a
fact, an SNR mismatch, as will be shown in this section, affects tigiori information. The EXIT chart of the equalizer or the decoder is
convergence behavior of the turbo detector. A simple and efficient wegnsidered as the transfer function mapping the inpydr{ori) infor-
to analyze convergence is to make use of EXIT charts, which is, in fagtationZ4 € [0, 1] to the output (extrinsic) informatiofiz € [0, 1].
an asymptotic analysis tool. Use of EXIT charts in convergence an-arhis characteristic curve is obtained separately for the SISO equalizer
ysis was first proposed by ten Brink [20] for the case of turbo decodir@d decoder.
is and applied to turbo detection and turbo equalization in [5]. To obtain the EXIT chart, for each givefy, corresponding to a
Before studying the effect of mismatched SNR on the convergeng@ecialoe, from (26), we generate at the input of the SISO module,
of the Log-MAP turbo detector, we first present a brief recall on theaussian distributea priori L-values¢{.a and calculate the mutual in-
principles of this method. The interested reader can refer to the cif@§mation/z at the output of the module from (25) by a histogram

references for detailed explanations. estimation (no Gaussian assumption is made on théistribution).
The behavior of the iterative detector is determined by associating
A. EXIT Charts 159 = IREC and the inverselRFC = 1<, where the superscripts

EQ DEC ; i
Use of EXIT charts makes it possible to visualize the exchange of the_r:nqt i refer to the_eqlﬁ]ahze: a_nd :jhg de(:toder,l;efpectlvtezr:y. EXIT
extrinsic information between the two constituent SISO blocks (equag © rrerafive process 1S characterized by a frace between the

izer and decoder for the case of turbo detection). The obtained detecfi ﬁlrFS of thg equalizer gnd the decoder. I.t IS 'mp‘?”"?‘”t to notg that .the
trajectory gives insight to the convergence of the iterative process. obtained trajectory provides an asymptotic description to the iterative

Leté 4 be thea priori information at the input of the SISO equalizer.;jete.cuonitrlln_ (?h_?r th)r(jls, It cor_resp|_(|)nds toththe caslte (t)f Eerfect |ntteré
For large interleaver sizes, thaspriori information can be considered gaving with Infinité interieaver size. nence, the results to be presente

to be uncorrelated from the information obtained from channel. On tﬁg Inot corr_espc;nfogéactly to _tk“)se of Sd?Ct'c;E v, prese dnted fgr an f'Q'

other hand, the distribution of the extrinsic information at the output & (te_aver f5|z<;:ho - ESpecia fytLeg?r tl)ng q te r(:qu;re num erSONIIQ-

a SISO block approaches the Gaussian distribution with increasing gtions for the convergence ot the turbo detector or a given )

number of iterations [20]. evgrtheless, the EXIT chart approach helps us understand the effect
These observations suggest that shgriori input .4 to the SISO of mismatched SNR on the convergence of the turbo detector.

block be modeled by B. Impact of SNR Mismatch

Ea = pe, -+ ng, (22) As in Section V-A, to model tha priori L-values’, feeding a SISO
module for the case of mismatched SNR, we consider the case of an
wherepe, = |[E{€4}| with |- | the absolute value and{E} the ex- AWGN channel. Let the noisy received signale: x + n, wheren
pected value. For simplicity, we have used the notatiand the corre- is the zero-mean additive noise of variancg If the noise variance is
sponding random variabl&) for symbols rather thad . Also,n, , is ~ considered to be';. (with a mismatch with respect t? ), the L-value
a zero-mean Gaussian-random variable with variarige Moreover, ¢4 on = is calculated as
we consider the following relationship between, andoe , :

2
{’4 = 0_/2 (T + 'n,) = #54/4 - + 7'1,511 (27)

™)

o

He, = 2“. (23)

wherepg, = 2/4'2 and the conditional variance 6f; equals@,‘ =

These assumptions are motivated by the fact that, for the case oftat] /a’i. Let us define the factdt = a'f,/a/?, = SNR/SNR, where
AWGN channel with the noise varianeg , the LLR on the received SNR is the mismatched SNR. We hag/g = ¢ £4 and consequently
noisy symbolz 4+ n has a Gaussian distribution with the mean and
variance equal t@z/02 and4/c2, respectively. The expression of frer, = Ope 02{4 =0%0¢, (28)
(23) can also be derived by the asymptotic consistency condition for
L-value distributions [20], [21] as whereg 4 is the L-value angl , - = anda§ , areits mean and variance
for perfect knowledge of2 (i.e., foré = 1). As a result, for the case
fléalz) = f(—€a|z)exp(Ea). (24) of mismatched SNR, we generate th@riori L-values¢’s according
to the distributiof A" frgr v = 6 pe, -, og = fog, )0
To qualify the extrinsic information at the input or output of a SISO |t can be verified from (25) or (26) that the multiplication of the
block, we use the mutual informatidit.X'; {) between the transmitted | -values by a facto# does not change the corresponding mutual infor-
symbolsX and the L-valueg mationI. As a result, for the case of Max-Log-MAP or SOVA equal-
1 oo izer/decoder, an SNR offset does not change the EXIT characteristic
IESSEENDY / FENX = )

T - 8N\ (1, o) denotes the Gaussian distribution with mgaand standard devi-

o 2f(e| X ) ationo.

X = o : _ .

X log, — — d¢. (25 9Notice that, in contrast to (23), here we have = o2, /26.
X = D1 fE X =10 @ 2, =02,
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Fig. 6. Log-MAP decoder EXIT chart. Fig. 7. Log-MAP equalizer EXIT charZ, /N, = 2 dB. (a) B channel and

(b) C channel.

curve of the SISO block (see the explanations of Sections 1lI-B and
11-C). C. EXIT Chart Simulation Results

For the case of forward—backward Log-MAP algorithm, the vari- Before studying the effect of mismatched SNR on the EXIT charac-
ablesy, are multiplied by the factat. For the case of Log-MAP equal- teristic curves of the turbo detector, let us consider this effect separately
izer, this can be seen from (11), whejf# is proportional tdf [see (11)]  on the EXIT charts of the decoder and the equalizer. For the results pre-
and alsoLZy, since it is generated accordingA8(dpe , - =, 60¢ )  sented in this paper, for eaéh (corresponding toagiver: , oro.: ),
distribution. For the case of Log-MAP decoder we havem, m') = e have randomly generated at lebt a priori £4 (or€,) accorcﬁng
di Leg; (ur), which is again proportional t due to the corresponding (4 the presented distribution and alse® corresponding coded sym-

distribution. - _ bols (for the case of the decoder) or noisy received symbols (for the
If we consider the calculation afy () from (6), for example, by ase of the equalizer).

a positive offsetff > 1), the correction term of Jac.log in (3) be- Fig & shows the effect of an SNR offset on the EXIT chart of the
comes less effective with respect to the “max” term, as comparestgg_MAp decoder for the cases 8f = 2 andM = 5. considered

the case of no SNR offset. At the limit &f — oo (large positive previously in Section IV. With an SNR offset, for a givéR* the

SNR offset), this correction term becomes equal to zero and the pefiyaues at the decoder output are of “worse quality” (since they are

formance approaches that of max-Log-MAP algorithm. For a negatiyg; calculated correctly) and, hend&™ is smaller, as compared to
offset(¢ < 1), however, the correction term in (3) becomes (inCOfme case of no offset. This difference is more important for a negative
rectly) more important with respect to the "max” teHnThis falsifies  qffset than for a positive offset, as explained in the previous subsection.
the calculation ofi;.(m) and ;. (m) from (6) and (7). For a positive offset, the transfer curve lays between those of Log-MAP
with zero-offset and max-Log-MAP decoder.
10t the limit of & — 0 (large negative SNR offset), the correction term We have shown in Fig. 7 the effect of mismatched SNR on the EXIT
becomes equal tg 2. chart of the Log-MAP equalizer, where two channels, B and C, are
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considered wittE, /Ny = 2 dB. E, is the average received energy pe
symbol. For the case of encoded data bits with the code rafk ok
haveE, = RE;. ForR = (1/2) considered in Section I\E, = 2
dB corresponds t&, = 5 dB.

Notice that, for[fQ = 1, where we have perfeatpriori information
on the transmitted symbols, the performance becomes equal to the
a Gaussian (ISI-free) channel. It is normal that all curves for differe
offset values converge to the same pointfF = 1.

E
Although the effect of an SNR mismatch on the equalizer EXIT chg

is almost the same for B and C channels, as it will be seen, the eff |
incorporated on the turbo-detector convergence is different. In fact, '
will see that since the slope of tH&%/I},“ curve is greater for C
channel (see Fig. 7 for offset 0), the convergence of the turbo de-
tector is more sensitive to an SNR offset in this case.

By superimposing the EXIT charts of the decoder and the equ:
izer, we have traced the trajectory characterizing the iterative detect
process in Fig. 8 fod/ = 2 and two cases of B and C channels witt
Ey/No = 5 dB (corresponding t&. /Ny = 2 dB in Fig. 7). As ex-

EQ

DEC
A

pected, the convergence for the case of B channel takes place faster,
i.e., with a smaller number of iterations [22]. About three iterations ar=

required for the case of B channel, as compared to six for the case
C channel to attain the intersection point of the EXIT charts, close
I,QEC — 11

In general, the number of iterations required for the complete co
vergence (attaining the intersection point of two EXIT charts) is great
when we have an offset on SNR. Also, the (finB])°’“ corresponding
to this intersection point is different for different offset values. In othe
words, even after the complete convergence, the final BER differs
higher) for a mismatched SNR.

Let us consider the case of C channel wih/Ny = 5 dB. To
compare the case of Log-MAP turbo detector with max-Log-MAP, w
have shown the corresponding trajectory in Fig. 9.

For the Log-MAP turbo detector, by a positive SNR offset, the cor
vergence behavior approaches that of the max-Log-MAP, shown
Fig. 9. Infact, regarding the explanations provided in Section V.B, the
EXIT charts and the related trajectory can be considered as to show
performance limit for the Log-MAP turbo detector with a large positiv:
offset.

The effect of a negative offset ef3 and—6 dB on the convergence

EQ
E

1 DEC

A

1393

0.9

B,M=2
Eh/N0 =5dB
Offset = 0

0.2

0.1

0.9

0.7

0.3

0.2

0.1

C,M=2
Eb/N0 =5dB
Offset =0

I ! ! I

0.2 0.4 0.6 0.8
| EQ /1 DEC
A E

(b)

of the Log-MAP turbo detector is shown in Fig. 10. It is seen thatkig. 8. Log-MAP turbo-detector EXIT chartd/ = 2, E,/N, = 5 dB. (a)
relatively small offset of-3 dB makes the convergence of the turbd® channel and (b) C channel.
detector considerably slower. In other words, it requires more iterations

(approximately 16) to arrive to the intersection point of two curves. A
relatively large negative offset 6f6 dB even makes the turbo detector
to diverge. In fact, as it is seen in Fig. 10(b), the system fails to find
trajectory leading to a large2™“ and stops improving the performance
after about two iterations and reaches the poimtf® ~ 0.052.

To compare the results of Fig. 10 to the case of B channel, we he
shown the corresponding results for a negative offset®fand —6
dB in Fig. 11. It is seen that the sensitivity to the mismatched SN
is lower, as compared to the case of C channel. In fact, sﬂﬁ%?efor
IEQ = 0O s larger at offset= 0 for B channel with respectto C channel/

(see Fig. 7), the EXIT charts of the equalizer and the decoder ste A 0.4f

sufficiently apart to insure the turbo-detector convergence, even fo

EQ
E

DEC

1

0.9

0.8

0.7+

0.6

0.5

C,M=2
Eb/No =5dB
Max-Log-MAP

relatively large SNR offset of 6 dB.12 So, the convergence of the turbo 03
detector is less constrained by a negative SNR offset for a channel v 0.2 -
a lower loss.
For a given channel, when there is no SNR offset, the limit of SN 01p |
for the convergence of the turbo detector (based on the same SISC 0 i . i i
0 0.2 L 0.8 1
1iNote that, for a giver 1° (=I%"¢), we can obtain an estimation of the | A n E
BER at the decoder output [5], [20].
12For this offset value, considering Fig. 3, we need more than five iteratiofdy. 9. Max-Log-MAP turbo-detector EXIT charts, C channel,

to attain the complete convergence. M =2,Ey/Ny =5 dB.
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Fig. 10. Log-MAP turbo-detector EXIT charts, C chandél,= 2, E, /Ny =

5 dB, SNR offset= —3, —6 dB.

Fig.11. Log-MAP turbo-detector EXIT charts, B channel,= 2, E, /Ny =
5 dB, SNR offset= —3,—6 dB.

gorithm) is higher for greate¥/. However, in the case of convergence 1
the code with greatek/ yields lower error floor by approaching the ool
point of TRFY = 1 faster [5], [22]. To see the effect of a mismatchec

SNR, Fig. 12 shows the effect of a negative offset+8fdB on the con- 0.8
vergence of the turbo detector for C channel ahd= 5. Itis seen that

an offset of—3 dB makes the turbo detector to diverge idr= 5. For

M = 2, however, the iterative detection can converge after several (
though many) iterations [see Fig. 10(a)]. Notice the difference betwe | :
the slopes of the EXIT charts of the Log-MAP decoder¥ér= 2 and / DEC 0
M = 5 from Fig. 6. This is why the sensitivity of the Log-MAP turbo Ia
detector is more important for greatkéf, as seen in Section IV.

VI. ONLINE ESTIMATION OF SNRAT RECEIVER

C,M=5
Eb/N0 =5dB
Offset = -3.dB

L

In two previous sections, it was seen that the Log-MAP turbo d 01}
tector can lose its advantage over max-Log-MAP and even SOVA f{
an important SNR mismatch, especially for a channel with a relative °0

high loss. This shows the necessity of an online SNR estimation wh
employing the Log-MAP turbo detection.

0.4

EQ DE(‘:)'6
|A /|E

0.8 1

For the case of the Log-MAP turbdecoder several methods are fig. 12. Log-MAP turbo detector EXIT charts, C chandel,= 5, E, /N, =
proposed for the estimation of SNR from the received signal [11], [12].dB, SNR offset= —3 dB.
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Fig. 13. Log-MAP turbo detection with online SNR estimation.

The estimation of SNR is relatively straightforward in this case, since IC
we have only the effect of the additive noise on the transmitted symbols.

However, this is not the case in the context of tudetectionHere, the ¥y
samples of the received signals are corrupted by ISl and we cannot esti-
mate the SNR directly from these samples. An ISI cancellation should
be performed before SNR estimation. We propose a relatively simple
method for which we have inspired from the idea of a turbo equalizer, i
proposed in [4], [23]. - :

Fig. 14. Interference canceller used to remove the ISI fgpm, are used for
A. Estimation of SNR SNR estimation.

The block diagram of the proposed turbo detector with online SNR
estimation is shown in Fig. 13. We assume an (approximate value ft8) may not be completely removed, because the data at the end of the
SNR and use max-Log-MAP algorithm for the first iteration of thdirst iteration may not be error free. We have
turbo detector (for both equalizer and decoder). Using the LLRs at the
decoder output at the end of the first iteration, we estimate the SNR,
which will be used in the next iterations.

Remember that the turbo detector based on Max-Log-MAP algo- ) ] ) )
rithms does not require SNR knowledge. In fact, whatever the assurﬁ@b‘?rewk incorporates the filtered noise (by the matched filter) and the
SNR value, the LLRs at the output of the decoder will be proportiong¢Sidual IS at the IC output. We can write
to this SNR. Therefore, the hard decisions on the transmitted symbols
at this moment (the sign of the LLRs) will be independent of the as- E{(Re[tc])*} = g[0]° + 02, /2 (31)
sumed SNR value. We use these hard decisions to estimate the SNR,

as we explain in the following. _ wheres? is the variance ofs;. . Assuming thatv;, contains no residual
The hard decisions supply an interference canceller (IC), which trig$§ \ve haves2

k : 2 = ¢[0]oZ. The expected value in (31) is calculated by
to remove the ISI from the received symbols. The structure of the 'Cé§eraging over the samples in the block

shown in Fig. 14. In this figurel,. are the hard decisions on transmitted

symbols, obtained at the end of the first iteration of Max-Log-MAP N 5
turbo detector, ang, are the samples at the matched filter output, E{(Re[tz])*} = M
which are in fact used by the turbo detector (see Fig. 1). Notice that N

IC should remove the ISI caused by both the channel and the channel _ L . :
matched filter. We have N is the block size, which is in fact the interleaver size. Therefore, the

variance of the noise2 can be calculated as in

te = g(0)dk + we (30)

(32

L
- AR T — nl — . 2 N (Re[t])?
g[n] = Z R[{]A7[i — n] — &[n] (29) o2 = Tw o Ppor (Relte])” g1 - (33)
=0 g[0] N g[0]
whereé[n] is the Kronecker function. In this way, will be the ISI- Notice that we can perform an exponential averaging on the estimated
removed symbols, which are now used to estimate the SNR. Notice tBAR on successive frames, to obtain better results. Notice also that the
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Fig. 15. Online SNR estimation for Log-MAP turbo detector, BER curves after five iteratidns; 2, interleaver size 500.
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Fig. 16. Online SNR estimation for Log-MAP turbo detector; performing Max-Log-MAP turbo detection for updating estimated SNR; BER curves after five
iterations; interleaver size 500.

proposed SNR estimation method can easily been generalized for @hehannel, especially at low BER. The reason is, of course, the bias in
case of 4-QAM modulation. the estimated SNR at the end of the first iterai®At this moment, the
Using the proposed method, simulation results are shown in Fig. 1%,Rs at the decoder output are not reliable enough, so the IC outputs
where BER curves are provided for two cases of estimated SNR dndcontain a residual ISI, more or less important, which acts as a nega-
exactly known SNR for two channels B and C. The estimation is peive offset on SNR. For higher SNR values, this bias is more important
formed on frames of siz& = 500 without any averaging on succes-sinces? is smaller. Remember from Sections IV and V that this bias

sive frames. For comparison, we have also shown the BER curves ifpless critical for B channel.

Max?Log-MAP turbo detector. . L. 13These results do not improve with a greater interleaver size. No improve-
It is seen that the proposed method gives satisfying results fop@ntis obtained by repeating the proposed SNR estimation in the next terations
channel with a relatively moderate loss, as in B channel, but not feither, because of the propagation of the error on the estimated SNR.
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If the noise variance can be assumed almost constant over sever@] M. Tichler, R. Kotter, and A. C. Singer, “Turbo equalization: Principles
(Ny > 1) frames (which is quite logical in practice), it is not nec-

essary to estimate it for each block of symbols. So, we can perform
Max-Log-MAP turbo detection on one frame, estimafg using the

proposed method at the end of the last iteration, and to userfhis

for the Ny — 1 next frames, on which Log-MAP turbo detection is

performed. Notice that by performing Max-Log-MAP turbo detection
only once for estimating (the new) SNR, we do not move away from the

performance of the Log-MAP turbo detector (with exact SNR knowl- 8

edge). The SNR estimation should be repeated frequently enough.
Using this approach, simulation results are provided in Fig. 16 for

both B and C channels. It is seen that this approach gives satisfyind®]

resultst4

(10]

VIl. CONCLUSION

(11]

In this work, the effect of an SNR mismatch at receiver on the
performance of the Log-MAP turbo detector was studied. It was

shown that the sensitivity to SNR mismatch is more important for d12]

channel with a higher loss. Also, the sensitivity is more considerable

for a greater encoder memory lengt. While the Log-MAP

detector takes its advantage over other suboptimal algorithms for
greaterM and channel loss, an SNR mismatch can make it lose its

preference over them. [
For a channel with a relatively small loss, by overtaking (the approx
imately known) SNR the problem may be resolved, since the Log-MA

turbo detector is specially sensitive to a negative SNR offset in this case.

However, the online estimation of SNR seems to be unavoidable for E6]

relatively high loss channel.

A simple method for online SNR estimation was proposed. Fo
the case of slow variations in SNR, it was suggested to use thgg

Max-Log-MAP turbo detector on a frame and to estimate the SNR
form the ISI-removed signals at the end of the last iteration. The

estimated SNR is then used for the detection of next blocks of!®l

symbols, based on Log-MAP turbo detection. Simulation results show
satisfying results using this approach.
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