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ABSTRACT
We consider the use of MIMO structures in the fourth gener-
ation of cellular networks. We contrast the performances of
the two general categories of orthogonal and non-orthogonal
space-time schemes while considering a relatively simple it-
erative detector for the latter case. We show that with perfect
channel knowledge, a substantial gain is obtained by using
appropriate non-orthogonal schemes, which justifies the in-
creased receiver complexity. The gain is more considerable
for a larger number of transmit antennas. This conclusion re-
mains true when channel estimation at receiver is not perfect.

1. INTRODUCTION

Use of multiple-input multiple-output (MIMO) systems can
potentially satisfy the need to high data rate and high quality
of service in cellular mobile radio systems. This is, for in-
stance, studied in the European IST-4MORE project [1] that
considers the fourth generation of cellular networks. The
choice of the appropriate space-time (ST) scheme in signal
transmission plays a major role in the system performance.

1.1. Problem statement
Many ST schemes have been presented in the literature since
a few years (see for instance [2] and the references therein). In
most cases, the design and the optimization of the ST schemes
have been done in the absence of channel coding. In a practi-
cal system, however, channel coding is usually performed in
order to increase the robustness against noise and interference
(and in part against fading). Now, actually, the promised gain
of one ST scheme over another may be too optimistic when
we take into account channel coding.
Concerning ST schemes, two main families are orthogonal
block codes (OSTBC) [3, 4] and non-orthogonal schemes.
Among the numerous already-proposed non-orthogonal ST
schemes, we may state the purely spatial multiplexing or V-
BLAST scheme [5], the linear dispersion (LD) codes [6], and
the non-vanishing codes [7]. The interest of OSTBCs is that
they can be decoded using a simple optimal detector. How-
ever, they suffer from low rate, especially for increased num-
ber of transmit antennas.

In practice, to attain a desired spectral efficiency, i.e., data
transmission rate, we should adopt the most appropriate scheme
by fixing the degrees of freedom of the system, that is, sig-
nal constellation, channel coding rate, and ST coding scheme.
The answer to the question “what is the most suitable combi-
nation” is not obvious for moderate to high spectral efficien-
cies. In effect, if a low spectral efficiency is required, an OS-
TBC scheme together with a powerful turbo-code would be a
suitable solution, as the reduction in the overall coding rate is
best invested in turbo channel codes [8]. To attain high spec-
tral efficiencies with OSTBC schemes, however, we have to
use large signal constellations and to reduce the channel cod-
ing rate. Use of larger signal constellations complicates the
tasks of synchronization and detection at receiver and also re-
sults in a higher SNR required to provide a desired bit-error-
rate. Higher ST coding rates are offered by non-orthogonal
schemes, hence, relaxing the conditions on signal constella-
tion and channel coding. The disadvantage is that the opti-
mal decoding is much more computationally complex. One
good solution would be to use a simple (sub-optimal) itera-
tive detector for this purpose. In this way, we may approach
the optimal detection performance after few iterations. Nev-
ertheless, the detector remains more complex, as compared to
OSTBC case. We should hence investigate if this increased
receiver complexity is justified. In other words, we want
to see whether or not by using such a detector, we gain in
performance with respect to OSTBC choice, and if this gain
is considerable enough to convince us to privilege the non-
orthogonal solution.
In a first step, we assume perfect channel knowledge at re-
ceiver. Then, in a next step, we extend this study to the case
of non-perfect channel knowledge at receiver. Actually, in
practice, perfect channel knowledge conditions could never
been met and we should make sure whether or not the pref-
erence of a ST scheme over another is still preserved, taking
into account the channel estimation errors.

1.2. Study framework

In this study, we consider the downlink transmission with two
or four antennas at the base station (BS) and two antennas at
the mobile terminal (MT). Notice that the more critical case
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Fig. 1. Block diagram of the transmitter

regarding the computational complexity is in the downlink
where constraints on handset power consumption and cost
should be satisfied at the MT. At transmitter, channel cod-
ing is performed based on bit-interleaved coded modulation
(BICM). At receiver, to decode non-orthogonal ST schemes,
we use a relatively simple iterative detector based on paral-
lel interference cancellation (PIC). We assume the absence of
multi-user interference and use the technique of orthogonal
frequency division multiplexing (OFDM) in order to simplify
the channel equalization at receiver.
Notice that we are not going to present an exhaustive com-
parison of all already-proposed non-orthogonal schemes, as
this is not the aim of this paper. The question is to choose be-
tween the suitable orthogonal and the suitable non-orthogonal
schemes. The ST schemes that we consider, are presented and
described in Subsection 3.1 where we also explain the reason
that we consider them in our study. We will see that for some
of the considered non-orthogonal schemes, the iterative de-
tector does not converge properly.
The paper is organized as follows. Section 2 presents our sys-
tem model. In Section 3 we present different ST schemes that
we consider in this work, and also describe the data detection
at receiver. Simulation results are presented in Section 4 to
compare the performance obtained by different ST schemes
for several spectral efficiencies. Two cases of perfect channel
estimation and pilot-only-based channel estimation are con-
sidered. Section 5 concludes the paper.

2. SYSTEM MODEL

We denote by MT and MR the number of antennas at trans-
mitter and at receiver, respectively. We have MR = 2 and
MT = 2 or MT = 4. Fig.1 shows the block diagram of
the transmitter. A non-recursive non systematic convolutional
(NRNSC) code, random interleaving, and Gray-coded QAM
modulation with B bits per symbol are considered. Power
normalized symbols s are combined according to a given ST
scheme. The resulting symbols are then passed through the
OFDM modulator of Nc sub-carriers before transmission. We
assume frequency non-selective fading per sub-carrier and the
absence of inter-symbol interference and inter-carrier inter-

ference. MIMO channel fading coefficients corresponding to
each sub-carrier are assumed to be independent and Rayleigh
distributed. Let S of dimension (Q× 1) be the vector of data
symbols prior to ST coding, S = [s1, s2, · · · , sQ]t, where
.t stands for vector or matrix transpose. By ST coding, S is
mapped into a matrix X of dimension (MT × T ), T being
the number of channel uses. The ST coding rate is defined
as RSTC = Q/T . A frame of N encoded bits, N being
the interleaver size, corresponds to NT

BQ channel uses after ST
coding. We define NF , the number of OFDM symbols per
frame, NF = NT/(BQNc). We assume perfect interleaving
before OFDM modulation. Channel coefficients, independent
for each sub-carrier, are assumed to be constant during NF

OFDM symbols, and to change to new independent values
from one frame to next.

3. SPACE-TIME CODING AND DECODING

3.1. Considered ST schemes

For MT = 2, as the most suitable orthogonal scheme, we
consider the Alamouti code [3] with Q = MT = T = 2 and
RSTC = 1, given below.

X =
[

s1 s2

−s∗2 s∗1

]
. (1)

As the non-orthogonal scheme, we consider the simplest scheme,
i.e., V-BLAST, for which, Q = 2, T = 1 and RSTC = 2 :
X = [s1 s2]t. We also consider the optimized golden code
(denoted here by GLD), presented in [7], which offers full-
rate full-diversity and has the property of non-vanishing de-
terminant. For this code, described below, we have Q = 4,
T = 2, and RSTC = 2.

X =
1√
5

[
α (s1 + θ s2) α (s3 + θ s4)

γ α (s3 + θ s4) α (s1 + θ s2)

]
, (2)

where θ = 1+
√

5
2 , α = 1 + j(1 − θ), θ = 1 − θ, α =

1 + j(1 − θ), γ = j, j =
√−1. The factor 1/

√
5 in (2)

ensures normalized transmit power per channel use.
For MT = 4, as the orthogonal choice, we perform Alamouti
coding alternatively on one pair of antennas, while turning the
other pair off. This scheme is called time-switched Alamouti
and denoted here by Sw-Al. For the Sw-Al scheme, given by
(3), we have Q = MT = T = 4 and RSTC = 1. Notice that
we would prefer this code to that proposed in [4], equation
(38), since the rate of that code is 1/2.

X =
√

2




s1 s2 0 0
−s∗2 s∗1 0 0

0 0 s3 s4

0 0 −s∗4 s∗3


 (3)

The first non-orthogonal scheme that we consider is the sim-
ple double-Alamouti code, denoted here by D-Al and given in
(4). For D-Al code, we have Q = 4, T = 2, and RSTC = 2.
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Fig. 2. Block diagram of the receiver

X =
[

s1 −s∗2 s3 −s∗4
s2 s∗1 s4 s∗3

]t

(4)

We also consider the LD code proposed in [6], optimized
for MT = 4 and MR = 2 by maximizing the mutual in-
formation between transmitted and received signals. For this
code, denoted here by LD4×2, we have Q = 12, T = 6 and
RSTC = 2. Its generator matrix is not presented here due to
space limit. Note that the simple V-BLAST scheme cannot be
used for MT = 4 since MR = 2 < MT .

3.2. Decoding of ST codes

The block diagram of the receiver is shown in Fig.2. With
the assumptions made in Section 2, we can ignore the en-
semble of the operations of demultiplexing, OFDM modula-
tion and demodulation, and multiplexing. Transposing hence
the frequency dimension into the time dimension, the MIMO
OFDM channel can equivalently be considered as a single-
carrier block fading MIMO channel. In this way, we can de-
scribe our channel by a matrix H of dimension (MR×MT ),
invariable over a block of NF channel uses. A frame of N
bits corresponds hence to Nc blocks with independent fades,
each block corresponding to a given sub-carrier in the original
OFDM model. Now, corresponding to a ST encoded matrix
X , we receive the matrix Y of dimension (MR × T ).

3.2.1. Formulation of data transmission

We separate the < and = parts of the entries of S, X , and Y
and stack them row-wise in vectors S of dimension (2Q×1),
X of dimension (2MT T ×1), and Y of dimension (2MRT ×
1), respectively. For instance,

S =
[
<{s1} ={s1}, · · · ,<{sQ} ={sQ}

]t

. (5)

We obtain hence X = F S , where the matrix F of dimension
(2MT T × 2Q) depends on the ST scheme (see [6]). On the
other hand, we can write Y = H X + N , where N is the
vector of real AWGN of zero mean and variance N0, and the
matrixH of dimension (2MRT×2MT T ) is constructed from
the< and= parts of the entries hij of the initial matrix H (see
[6] for details). We can consider an equivalent channel matrix
Heq of dimension (2MRT × 2Q) such that:

Y = H F S +N = Heq S +N . (6)

3.2.2. MIMO detection: ST decoding

The detection problem is to find the transmitted data vector
S, given the vector Y . The iterative detector is composed of
four main blocks, i.e., PIC detector, LLR calculation, soft-
input soft-output (SISO) channel decoder, and transmit sym-
bols soft estimation, described in [9, 10] (see Fig.2). SISO de-
coding is based on the Max-Log-MAP algorithm. Concerning
the PIC detector, at the first iteration, the detected symbols ŝq

are obtained via MMSE filtering [10]:

ŝq = ht
q

(HeqHt
eq + σ2

nI
)−1 Y (7)

where hq of dimension (2MRT×1) is the qth column ofHeq .
From the second iteration, we calculate soft estimates of the
transmit symbols S̃ using decoder soft outputs and perform
interference cancelling followed by zero-forcing detection:

Ŷq = Y −Hq S̃q → ŝq =
1

ht
qhq

ht
q Ŷq. (8)

where S̃q of dimension ((2Q− 1)× 1) is S̃ with its qth entry
removed, and Hq of dimension (2MRT × (2Q − 1)) is Heq

with its qth column removed. For the case of orthogonal ST
schemes the decoding is performed using (7) only.
For logarithmic likelihood ratio (LLR) calculation, we as-
sume Gaussian noise plus residual interference (RI) after PIC
detection [9]. Note that, as the detection is performed on
blocks of Q complex symbols, or in other words on blocks
of 2Q real symbols in our model, the RI comes in fact from
(2Q− 1) other real symbols in the corresponding block. This
is, of course, the case only for non-orthogonal ST coding.
Now, in LLR calculation, we need the variance of noise plus
RI [9]. This variance is calculated for the first iteration. For
next iterations, however, we cannot calculate it analytically.
To take into account the RI, we should hence estimate the
corresponding variance in each iteration and for each one of
2Q real symbols [11]. Here, to simplify the detector further,
we do not estimate this variance, and we consider only the
noise variance except for the first iteration. In other words,
we suppose perfect interference cancellation in succeeding it-
erations. We will later see that this simplification affects con-
siderably the performance of certain ST schemes.

4. SIMULATION RESULTS

For different ST schemes we compare curves of bit-error-
rate (BER) versus Eb/N0 for a given spectral efficiency η
(in bps/Hz). Eb/N0 includes the receiver array gain. To
have the same η for different ST schemes, we accordingly
set the signal constellation and the channel coding rate Rc.
NRNSC code (133, 177)8 is considered where without punc-
turing, Rc = 1/2. Different ST schemes we consider are
resumed in Table I. We set Nc to 32, which is the frequency
diversity order with the assumptions made in Section 2, and
set NF to 24.



Table 1. Different MIMO and ST schemes
ST scheme RSTC Modulation Rc

(2× 2)
η = 2

Alamouti 1 16-QAM 1/2

V-BLAST 2 QPSK 1/2

GLD 2 QPSK 1/2

(2× 2)
η = 3

Alamouti 1 16-QAM 3/4

V-BLAST 2 QPSK 3/4

GLD 2 QPSK 3/4

(4× 2)
η = 4

Sw-Al 1 64-QAM 2/3

D-Al 2 16-QAM 1/2

LD4×2 2 16-QAM 1/2

4.1. Perfect channel knowledge at receiver
For MT = 2 and two cases of η = 2 and η = 3, performance
curves are shown in Figures 3 and 4, respectively. For BLAST
and GLD schemes we have shown BER curves after two iter-
ations and after the full convergence of the detector, i.e., four
iterations. We see that for η = 2, by using BLAST scheme,
we gain about 3.3 dB and 3.75 dB in SNR at BER= 10−4

after two and four iterations, respectively, compared to Alam-
outi coding. The corresponding gains by using GLD code are
about 3.5 dB and 4.3 dB, respectively. We note also that even
when for the reasons of complexity and/or latency, only two
iterations are to be performed, the gain in SNR compared to
Alamouti scheme is still considerable.
For η = 3, we see that the BLAST scheme undergoes an im-
portant performance degradation, as compared to GLD code.
We verified that this is due to the fact that we neglected RI
for iterations more than one in LLR calculation (see Subsec-
tion 3.2.2 and [11]). The present case is more critical than the
case of η = 2, because with Rc = 3/4 we do not perform
“enough” coding. Interestingly, for the full-diversity GLD
code, however, the detector converges properly. This can be
justified by a better interference rejection by GLD code as it
offers more diversity gain. We verified this by analyzing the
histograms of noise plus RI at the PIC detector output. These
histograms are close to Gaussian for GLD code but this is not
the case for BLAST scheme. The gains obtained by using
GLD compared to Alamouti scheme are about 2.06 dB and
3.7 dB after two and four iterations, respectively.

For MT = 4 and η = 4, performance curves are shown in
Fig.5. Concerning D-Al and LD4×2 schemes, about four it-
erations are necessary to attain the full detector convergence.
We notice that D-Al has a better performance, compared to
LD4×2 code. We again verified that this is due to sub-optimal
LLR calculation. For LD4×2 code, Q is much larger than that
for D-Al, and hence, the interference is more important. An-
other disadvantage of LD4×2 scheme is that, T is much larger
for this code, and consequently, the detector becomes more
computationally complex at the first iteration (notice the need
of matrix inversion in (7)). The gain achieved by D-Al com-
pared to Sw-Al scheme is about 5.55 dB and 6.7 dB, after two
and four iterations, respectively.
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4.2. Pilot-only-based channel estimation
It is important to study the effect of channel estimation errors
on the above-presented results. Actually, lower-rate orthog-
onal schemes would be more sensitive to channel estimation
errors as they have to use a larger constellation set to attain a
desired spectral efficiency. Non-orthogonal schemes may in
turn be more sensitive to these errors, as they affect the itera-
tive detector convergence.
Here, we consider pilot-only-based channel estimation. Us-
ing Np pilot bits, we devote Np/(BMT ) channel uses to the
transmission of optimal mutually orthogonal QPSK pilot se-
quences from MT transmit antennas [9]. Like data symbols,
pilot symbols are also normalized in power. We assume that
N0 is known at receiver and pilots are used only for the esti-
mation of H . Figures 6 and 7 show the SNR required to at-
tain the BER of 10−4 for the cases of MT = 2 and MT = 4,
respectively, considering the second iteration and the full con-
vergence of the detector. Only GLD and D-Al are considered
as appropriate non-orthogonal schemes. Note that η does not
take into account the pilots. Also, note that we take Np a lit-
tle greater than the required value for channel identifiability
(see [9] for details). We notice that the gain obtained by using
non-orthogonal w.r.t. orthogonal schemes is still considerable
and even more important for relatively small Np values.

5. CONCLUSIONS
We considered the performance of orthogonal and non-orth-
ogonal ST schemes when used with a convolutional channel
code under BICM. We showed that in both cases of perfect
channel knowledge and estimated channel at receiver, a sub-
stantial gain can be obtained compared to orthogonal coding,
by using appropriate non-orthogonal ST schemes and a sim-
ple iterative detector. This is true even if few iterations are
to be processed in order to keep the system complexity and
latency reasonable.
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