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Abstract

Fusion fuel retention (trapping) and release (desorption) from plasma-facing components are critical issues for ITER and for any future industrial demonstration reactors such as DEMO. Therefore, understanding the fundamental mechanisms behind the retention of hydrogen isotopes in first wall and divertor materials is necessary. We developed an approach that couples dedicated experimental studies with modelling at all relevant scales, from microscopic elementary steps to macroscopic observables, in order to build a reliable and predictive fusion reactor wall model. This integrated approach is applied to the ITER divertor material (tungsten), and advances in the development of the wall model are presented. An experimental dataset, including focused ion beam scanning electron microscopy, isothermal desorption, temperature programmed desorption, nuclear reaction analysis and Auger electron spectroscopy, is exploited to initialize a macroscopic rate equation wall model. This model includes all elementary steps of modelled experiments: implantation of fusion fuel, fuel diffusion in the bulk or towards the surface, fuel trapping on defects and release of trapped fuel during a thermal excursion of materials. We were able to show that a single-trap-type single-detrapping-energy model is not able to reproduce an extended parameter space study of a polycrystalline sample exhibiting a single desorption peak. It is therefore justified to use density functional theory to guide the initialization of a more complex model. This new model still contains a single type of trap, but includes the density functional theory findings that the detrapping energy varies as a function of the number of hydrogen isotopes bound to the trap. A better agreement of the model with experimental results is obtained when grain boundary defects are included, as is consistent with the polycrystalline nature of the studied sample. Refinement of this grain boundary model is discussed as well as the inclusion in the model
1. Introduction

For ITER, tritium poses both nuclear regulation and economic issues due to, respectively, its radioactivity and the scarcity of its resources. These factors control the tritium inventory in the tokamak, especially in plasma-facing components (PFCs) composed of beryllium and tungsten, where the highest flux of particles is expected. In order to preserve a high duty cycle in ITER, a direct detailed control of the tritium inventory in PFCs cannot be routine. It is therefore important to develop a reliable first wall and divertor model to estimate the tritium content of PFCs at any time.

Currently, several codes are used in the literature to tackle the fuel retention issue in plasma-facing materials, especially in tungsten. Among them, one can find TMAP7 [1], TESSIM [2], HIIPC [3], MHIMS [4] and other unnamed codes that are still very much used in the community, such as those of Ogorodnikova et al [5], Guterl et al [6], Ahlgren et al [7] or Hu and Hassanein [8]. Most of these codes are used to simulate experimental results, while thermo-desorption experiments help to determine the trapping parameters necessary for a convincing reproduction of the behaviour of deuterium in tungsten materials. They all use a macroscopic rate equation (MRE) model that couples the diffusion of particles in a metallic lattice and the trapping of particles at defects.

In this article, we report on the development of an MRE model for tungsten-based PFCs. To reach the goal of an accurate description of the behaviour of these PFCs regarding hydrogen isotope retention, an integrated approach is preferred. Our integrated approach consists in devising well characterized and modelled experiments in which a large parameter space can be explored on a single tungsten sample. In these experiments sample-to-sample variability is avoided and MRE model development is more accurate. In section 2, we first describe the complementary techniques used to grasp information on bulk and on surface properties. Secondly, we give an overview of the experimentally explored parameter space. Then we present the MRE codes MHIMS [4] and MHIMS-Reservoir [9] which are used to construct tungsten wall models that will be tested on the experimental results. In section 3, we first elaborate on the parametrization of the MHIMS code, mostly on experimental inputs, and we estimate how far the model is able to reproduce experimental observations and draw conclusions on its achievements and failures. Then we discuss how MHIMS-Reservoir, which allows us to model multi-hydrogen isotope trapping on a single defect trap, can be parametrized based on density functional theory (DFT) inputs, i.e., from a theoretical atomic scale description of fundamental processes. The improvements of the modelling results from various DFT-MRE models, inspired by experimental observables, are discussed and the resulting shortcomings or improvements are analysed in order to propose future studies. This paper ends with a summary and a perspective on our MRE wall model development.

2. Methods

2.1. Experiments

Tungsten PFCs in ITER will be located in the divertor region of the tokamak and will contain polycrystalline tungsten with specific grain elongation in order to optimize heat transfer to the cooling structures [10]. However, in our experimental approach we need a model sample that can withstand multiple implantations and thermo-desorption cycles (typically around 100) without structure evolution affecting either its retention or its thermal release of hydrogen isotopes. Therefore, we used recrystallized polycrystalline tungsten. Our study is not representative for microscopic tungsten coatings on carbon fibre composite or other substrates as their porous structure can make it more likely that deuterium trapping will occur. Nevertheless, before tackling more complex and realistic materials it is preferable to describe correctly simpler tungsten materials, such as recrystallized polycrystalline tungsten, which has not been achieved yet.

The polycrystalline tungsten (99.99 wt.% purity) sample batch was recrystallized in vacuum for 1 h at 1573 K by the manufacturer (A.L.M.T. Corp., Japan). Samples \((10 \times 10 \times 0.4 \text{ mm}^3)\) were subjected to mechanical polishing and electro-polishing procedures at Aix-Marseille Université (AMU), Marseille, France, in order to reveal their microstructure as well as to obtain reproducible thermo-desorption data. The quality of the preparation of these samples, from the surface viewpoint (figure 1(a)) and throughout the bulk (figure 1(b)), was measured by scanning electron microscopy (SEM) and focused ion beam SEM (FIB-SEM), respectively. A typical grain size on the order of \(\sim 10 \mu m\) was obtained on this sample batch, both on the surface and within the bulk, demonstrating the quality of the recrystallization and the polishing procedures.

Once the quality of its preparation was deemed satisfactory, the sample was introduced in the ultra-high-vacuum (UHV) cluster chamber setup at AMU (base pressure \(<4 \times 10^{-8} \text{ Pa}\) [11], where it remained in UHV conditions until the end of the implantation–thermo-desorption series.
The sample was first thoroughly degassed at 1300 K in UHV. Then, the sample was subjected to tens of implantation–thermo-desorption cycles in order to explore the parameter space, composed of the storage time (figure 2(a)) and the implanted deuterium ion fluence (figure 2(b)). The former parameter allows us to probe how surface desorption and bulk diffusion compete in our experimental conditions, while the latter parameter permits us to explore how fluence affects hydrogen isotope retention and detrapping energies. A typical experimental cycle consisted, first, in implanting the tungsten sample at ~320 K with 500 eV +D_2 ions with a constant incident flux of 2 × 10^{16} D^+·m^{-2}·s^{-1}. This low flux ensured that there was no thermal gradient on the sample during implantation. The fluence was varied by setting the duration of ionic implantation. Then, the sample was stored at a temperature of 300 K and at a pressure of 1 × 10^{-7} Pa for a storage time varying between 2h and 135h. The minimum storage time of 2h was limited by the procedure allowing the retrieval of low partial pressures for D_2 and HD molecules in the thermo-desorption setup [11]. Finally, the sample temperature was increased at a rate of 1 K·s^{-1} while a differentially pumped quadrupole mass spectrometer was measuring in-line-of-sight HD and D_2 molecules emitted by the sample. This last step is a temperature programmed desorption (TPD), also known as thermal desorption spectroscopy. A typical TPD result (e.g. figure 2(c) or 2(d)) displays the desorption rate of the species of interest (here deuterium) as a function of the sample temperature. The desorption rate is initially minimal, indicating that the retained deuterium mostly stays in the sample. When the temperature of the sample is increased, an increasing amount of thermal energy is provided to deuterium that starts to be able to escape

Figure 1. (a) SEM image of the surface of a typical recrystallized polycrystalline tungsten sample used in this study. Grain size is quite homogeneous and on the order of ~10 μm. (b) SEM image of a focused ion beam (FIB) cross-section from the same sample batch. Three grains located close to the surface are shown and their size is consistent with the surface observation in (a).

Figure 2. Comparison between experimental data (symbols) and MRE results (lines) for a single-trap-type single-detrapping-energy model. Experimental data in (a), (b) and (d) are adapted from [11].
the sample, which is manifested by an increase of the desorption rate. The maximum of the desorption rate (the so-called ‘desorption peak’) is obtained for a specific temperature which depends on the kinetics of desorption as well as the remaining quantity of deuterium retained in the sample. Finally, the desorption rate returns to its minimal value when there is no deuterium left in the sample. An analysis of the desorption peak position and width provides information regarding deuterium retention and its detrapping energies. The former quantity (figures 2(a) and (b)) is obtained by integration of the TPD curve (figures 2(c) and (d)). The latter information is retrieved from an adequate analysis of the rate of deuterium desorption, e.g. with suitable MRE modelling (see next sections). Further experimental details on the implantation thermo-desorption apparatus can be found in the article by Bisson et al [11].

To end the thermo-desorption campaign, the sample was implanted with a fluence of \(1 \times 10^{21} \text{D}^+ \text{m}^{-2}\) at AMU and brought to air in order to be sent for nuclear reaction analysis (NRA) at the Jožef Stefan Institute, Slovenia. About 30 h after implantation, the sample was introduced in the NRA vacuum vessel (base pressure \(1 \times 10^{-6}\) Pa) and exposed to a beam of \(\text{D}(3\text{He}, p)\alpha\) nuclear reaction, a depth profile of the deuterium concentration was obtained up to 7 \(\mu\)m. Further experimental details on the NRA setup and analysis can be found in the article by Markelj et al [12]. Integration of the NRA deuterium profile yields the deuterium retention within the probed depth, which agrees within less than a factor of two with the deuterium retention obtained by thermo-desorption [11].

Finally, several samples from the present recrystallized batch were analysed with an Auger electron spectrometer (Omicron SpectraLEED) in a UHV chamber with a base pressure of \(2 \times 10^{-8}\) Pa. This way the chemical composition in the near-surface region was probed before and after the annealing procedure described above.

While the details of the experimental results will be described in section 3, it is important to note that the originality of the thermo-desorption dataset, obtained from room-temperature implantation of low-energy deuterium ions, is to exhibit a single desorption peak. This feature makes it possible to test the usual assumption that the number of trap types present in a material, and used in MRE modelling, is (at least) equal to the number of desorption peaks.

### 2.2. MRE models: single trap—single detrapping energy

The experiments we wish to model need to be handled at the mesoscopic scale because of the time and space scales involved. Models based on the chemical reaction rate theory (alternatively transition state theory) are commonly applied for this purpose. These models typically employ either the kinetic Monte Carlo or the mean field (effective medium) method here referred to as MRE. One-dimensional (1D) MRE codes are frequently used for extracting energetic information about the interaction of PFC materials with ion beams and plasmas [2, 5, 13]. We have recently developed such a code, MHIMS (for migration of hydrogen isotopes in materials) [4], which describes numerous elementary steps encountered in real experiments. With MHIMS, one can simulate the implantation of hydrogen isotopes below the surface with their subsequent diffusion into the bulk or toward the surface and their trapping on bulk defects. Detrapping of hydrogen isotopes and diffusion are thermally activated processes, and thus they are active during the entire simulation i.e. from the beginning of the implantation to the end of a thermo-desorption or NRA experiment, including all the practical steps in between such as the storage time described in section 2.1.

Even though an arbitrary number of defect trap types can be implemented in the MHIMS code, in the present paper we preferably set up only one type of defect trap because of the single desorption peak measured experimentally. Indeed, one is generally able to fit any observable with a model that includes a large number of free parameters. However, we aim at testing whether the simplest model can reproduce our extensive experimental dataset and then seeing if its eventual failure can guide the construction of a more complex model with physical ground.

We will now describe briefly the MHIMS code; further details can be found in the article by Hodille et al [4]. A simple diagram such as the one shown in figure 3 represents the potential energy experienced by a hydrogen isotope trapped in the bulk on its path to desorption. In order to escape from a trap, the hydrogen isotope needs to overcome a detrapping barrier \(E_{\text{detrap}}\). Then, it has to surmount diffusion barriers \(E_{\text{diff}}\) to reach the surface, go deeper in the bulk or become trapped in another defect site. For tungsten, the diffusion well corresponds to a tetrahedral interstitial position [14–19] while the trapping well depends on the type of defect considered (vacancy, grain boundary site...). Finally, if two hydrogen isotopes reach the surface, they can recombine and form a desorbing molecule. The latter process has been shown not to be rate limiting in the experiments [11] simulated in this paper, and thus the desorption process is considered to be instantaneous in the present simulations. However, we inform the reader that the description of surface processes has been included in a recent upgrade of the MHIMS code [20]. Every barrier is surmounted with thermal energy, so we use the following Arrhenius formulation of kinetic rates:

\[
\nu_{\text{process}} = \nu_{\text{process}}^0 \exp(-E_{\text{barrier}}/k_B T),
\]

where \(E_{\text{barrier}}\) can be one of the process barriers listed above, \(\nu_{\text{process}}^0\) is the rate constant.
of the process, $k_B$ is the Boltzmann constant and $T$ is the sample temperature.

These rates are used to evolve the concentrations (in m$^{-3}$) of hydrogen isotopes trapped in defects, $c$, as well as the concentration of hydrogen isotopes diffusing as interstitial atoms in the bulk, $c_m$, with the following set of equations:

$$\frac{\partial c_m}{\partial t} = \phi \cdot (1 - r) \cdot f(x) + \nu_{\text{diff}} \cdot \partial^2 c_m \partial x^2 - \partial c_t / \partial t \quad (1)$$

$$\frac{\partial c_t}{\partial t} = \nu_{\text{trap}} \cdot (c_m / n_m) \cdot (n_t - c_t) - \nu_{\text{detrap}} \cdot c_t \quad (2)$$

where $t$ and $x$ are the temporal and spatial variables. Desorption of hydrogen isotopes occurs when particles arrive at $x = 0$ and the boundary condition is set to $c_m(x = 0) = 0$ (instantaneous desorption).

On the right-hand side of equation (1), the first term describes the implantation of impinging hydrogen isotope ions at a flux $\phi$ (in m$^{-2}$ s$^{-1}$) having a reflection probability $r$ and being deposited in the bulk as diffusing particles with an implantation profile $f(x)$ (in m$^{-1}$). The second term is Fick’s law of diffusion where $\nu_{\text{diff}}$ is the temperature-dependent diffusion coefficient (in m$^2$ s$^{-1}$). The third term expresses the loss/gain of diffusing hydrogen isotopes into/from defect traps at a rate defined by equation (2).

On the right-hand side of equation (2), the first term defines the increase in concentration of trapped hydrogen isotopes as being proportional to the fraction of bulk interstitial sites containing a diffusing hydrogen isotope ($c_m / n_m$) and to the concentration of empty trapping sites ($n_t - c_t$), in m$^{-3}$. $n_m$ is the constant concentration of bulk interstitial sites (in m$^{-3}$) where hydrogen isotopes can reside between two diffusion processes, the tetrahedral interstitial sites in tungsten [19] with six sites per unit cell of this body centred cubic crystal. $n_t$ is the constant concentration of the defect trapping site (in m$^{-3}$) which depends on the sample under study and is assumed to be uniform throughout the bulk in this study (see section 3). The second term describes the decrease in concentration of trapped hydrogen isotopes following a simple thermal detrapping process.

Rate constants are defined in the following way:

$$\nu_{\text{diff}}^0 = D_H / \sqrt{m_{\text{HH}}}$$

where $D_H$ is the temperature-independent hydrogen diffusion coefficient (in m$^2$ s$^{-1}$) and $m_{\text{HH}}$ is the ratio of mass of the hydrogen isotope to the hydrogen atom. $m_{\text{HH}} = 2$ here;

$$\nu_{\text{trap}}^0 = \nu_{\text{diff}}^0 f(\lambda^2),$$

where defect trapping of the diffusing hydrogen isotope occurs from a tetrahedral interstitial (Td) site (i.e. we work on the assumption of a low trap concentration ($n_t \ll n_m$)), and $\lambda$ is the distance between the defect site and the Td site, approximately estimated by the distance between two Td sites;

$\nu_{\text{detrap}}^0$ is the usual first-order pre-exponential factor of a thermally activated process.

The MHIMS code, as it is presented here, can solve an MRE model of a tungsten sample able to retain implanted deuterium with a unique type of defect trap. It will therefore exhibit a single desorption peak, as shown in figures 2(c) and (d), and this will be discussed in section 3.2.

### 2.3. MRE models: single trap—multi-detrapping energy

In recent years, first-principles calculations in the framework of the DFT have shown that a tungsten defect site can accommodate more than one hydrogen isotope. Furthermore, the detrapping energy of the defect site has been found to be dependent on the number of hydrogen isotopes bound to the tungsten defects site. This behaviour is somehow quite general, since it has been found by DFT for vacancies [14–19], dislocations [21] and grain boundaries [21, 22] in tungsten, and it has been recently included in MRE model codes by Schmid et al [23] and Hodille et al [9]. The latter implementation used in the present work, called MHIMS-Reservoir [9], can be summarized with the potential energy diagrams of figure 4. Note that in the present application of the code, we have restricted the simulation of hydrogen isotopes to deuterium atoms, the species implanted in the present experiments.

Each trap in the bulk is able to bind several deuterium atoms and hence each trap is described with a filling level representative of the number of bound deuterium atoms. A different detrapping energy corresponds to each filling level and thus an index $l$ is added to the code in order to follow the filling level of the trap and its corresponding detrapping energy $E_{\text{detrap}}^l$. The exchange between the different filling levels induced by the detrapping or trapping process is taken into account by adding two more terms on the right-hand side of equation (2), see details in [9]. The remainder of the code is similar to the standard MHIMS code. The MHIMS-Reservoir code solves an MRE model of a tungsten sample with a unique type of defect trap in which the detrapping energy is a function of the number of deuterium atoms bonded to it. Thus, as the temperature of the sample is increased and deuterium atoms are detrapped, the detrapping energy is changing.
This may appear in the MRE model as a broader desorption peak or the presence of multiple desorption peaks, depending on how spaced these detrapping energies are. This will be evidenced and discussed in section 3.3.

3. Results and discussion

3.1. Single-trap-type single-detrapping-energy: MHIMS code parametrization

Having measured a single desorption peak for deuterium in our experimental conditions, the first step in constructing an MRE model for the sample is to test whether the single-trap-type single-detrapping-energy MRE model, the simplest model one can devise, can reproduce the experimental dataset. In order to set the parameters of the MRE model described in section 2.2, we chose to favour experimental observations. Therefore, we set the MRE parameters according to the following decreasing order of preference: (1) experimentally derived parameters ($\varphi$, $D_{H,d}$, $E_{\text{diff}}$, $E_{\text{detrap}}$), (2) parameters from a binary collision code (SRIM [24]) benchmarked on experimental observations ($r$, $f(x)$), and (3) DFT values ($\lambda$, $v_{\text{detrap}}$, $n_m$); see table 1. The only free parameter left is the density of trapping sites in our sample, $n_t$.

We note that the experimental diffusion parameters ($D_{H,d}$ and $E_{\text{diff}}$) are the ones extracted from Frauenfelder [25], which are considered to be the best available in the literature [26]. For the detrapping energy $E_{\text{detrap}}$, we extracted its value from our experimental dataset considering that the storage time dependency of deuterium retention in figure 2(a) is actually an isothermal desorption experiment and using a first-order desorption kinetic analysis [11] with the attempt frequency $v_{\text{detrap}}$, calculated by Fernandez et al within DFT [19]. Finally, we chose a density of trapping sites $n_t$ independent of the bulk depth because it was found experimentally that our samples have a consistent morphology from the surface throughout the bulk, see figures 1(a) and (b).

3.2. Single-trap-type single-detrapping-energy: comparison with experiments

In order to converge the MHIMS simulation, we minimized the difference between the simulation results and the experimental data describing the retention as a function of the storage time (figure 2(a)) and as a function of incident ion fluence (figure 2(b)). By doing so we determined the only free parameter, $n_t$, i.e. the concentration of uniformly distributed defect trapping sites. The agreement is quantitative for both sets of measurements. However, if the prediction of the deuterium retention, i.e. the integral of the TPD measurements, is quantitatively correct, the TPD simulations (figures 2(c) and (d)) do not agree with the measurements.

Figure 2(c) shows that the TPD simulation results reproduce only qualitatively the experimental observation. Both in experiments and simulations, the maximum rate of desorption shifts by about 30 K to higher temperatures as the storage time is increased from 2 h to 135 h. This behaviour can be explained by hydrogen isotopes diffusing deeper in the bulk (not shown) as the storage time increases. However, the obvious difference between simulations and experiments is the difference in the temperature position and width of the desorption peaks. The position and the width of the simulated TPD peaks (position ~405 K, full width at half maximum—FWHM ~75 K) are systematically smaller than the experimental ones (position ~455 K, FWHM ~150 K). Such a difference cannot be ascribed to a difference in $E_{\text{diff}}$, since decreasing $E_{\text{diff}}$ to the DFT value of 0.2 eV [19] does not significantly change the hydrogen isotope bulk distribution, nor the position and width of the simulated TPD peaks (not shown). The simulated TPD peak positions can approach the experimental ones if the $E_{\text{detrap}}$ value is increased, which necessitates a decrease in $n_t$ in order to keep the TPD integral correct. However, this change of ($E_{\text{detrap}}$, $n_t$) results in a disagreement on the storage time dependency of the absolute retention and does not significantly improve the peak width. Thus another physical process should be found to fix the difference of the TPD peak position and width. The usual way to deal with a TPD peak width discrepancy and/or some shallow bumps in the TPD is to invoke additional types of trapping sites with slightly different (0.2–0.3 eV) detrapping energy [2, 4, 13]. However, by careful analysis of figure 2(d) one can find a simpler physical explanation that keeps the number of trap types in the MRE model to only one, i.e. to the same number of TPD peaks observed experimentally.

A striking experimental result from figure 2(d) is the observation that the temperature position of the maximum rate of desorption shifts to a lower temperature and then remains

<table>
<thead>
<tr>
<th>MRE parameters</th>
<th>Values</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi$</td>
<td>$2 \times 10^{16}$ m$^{-2}$ s$^{-1}$</td>
<td>Exp [11]</td>
</tr>
<tr>
<td>$r$</td>
<td>0.55</td>
<td>SRIM [24]</td>
</tr>
<tr>
<td>$f(x)$</td>
<td>Approximated by a Gaussian profile with a mean depth of 4.5 nm and a standard deviation of 2.5 nm</td>
<td></td>
</tr>
<tr>
<td>$D_{H,d}$</td>
<td>$4.1 \times 10^{-7}$ m$^2$ s$^{-1}$</td>
<td>Exp [25]</td>
</tr>
<tr>
<td>$E_{\text{diff}}$</td>
<td>0.39 eV</td>
<td>Exp [25]</td>
</tr>
<tr>
<td>$E_{\text{detrap}}$</td>
<td>1.1 eV</td>
<td>Exp [11]</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$1.1 \times 10^{-10}$ m</td>
<td>DFT [19]</td>
</tr>
<tr>
<td>$v_{\text{detrap}}$</td>
<td>$10^{13}$ s$^{-1}$</td>
<td>DFT [19]</td>
</tr>
<tr>
<td>$n_m$</td>
<td>6 $\rho_W$</td>
<td>DFT [19]</td>
</tr>
<tr>
<td>$n_t$</td>
<td>$1.3 \times 10^{-3}$ $\rho_W$</td>
<td>Free parameter</td>
</tr>
</tbody>
</table>

Table 1. Initialization of parameters for the single-trap–single-energy MRE model, $\rho_W = 6.3 \times 10^{28}$ m$^{-3}$.
constant as the hydrogen fluence is increased. The opposite behaviour is obtained with the single-trap-type single-detrapping-energy MRE model, highlighting its failure to describe the correct physics underlying the experiments. As shown by Bisson et al [11], the experimental behaviour cannot be explained by a second-order surface rate-limiting step, but instead a bulk property may be invoked. Indeed, as discussed in section 2.3, recent DFT studies have demonstrated that a single defect site can trap multiple hydrogen isotopes and that the detrapping energy from the defect site is dependent on the number of trapped hydrogen isotopes. In particular, it was shown that $E_{\text{detrap}}$ tends to decrease when the number of trapped hydrogen isotopes around a defect site increases. As discussed by Bisson et al [11], this trend is consistent with the experimental observation of figure 2(d) where the TPD peak position is decreasing to a lower temperature (i.e. the deuterium is less strongly bound) when the deuterium fluence increases. Therefore, these DFT calculations seem to be a good lead to follow in order to develop an MRE model that keeps the ‘one TPD peak—one type of defect trap’ correspondence.

3.3. Single-trap-type multi-detrapping-energy grain boundary model with MHIMS-Reservoir: an MRE model parametrized with DFT

Given the polycrystalline nature of the sample used in the present study, it is natural to focus on defects that are related to grain boundaries. Note that we have modelled other types of defects but none alone give better results than the ones presented here. Xiao and Geng have shown with DFT that a $\Sigma 3(111)$ grain boundary defect site can accommodate up to seven hydrogen isotopes [21] with detrapping energies $E_{\text{detrap}}$ ranging from 1.5 eV to 0.5 eV ($E_{\text{diff}}$ from [19] has been added to the binding energy from [21]). Since we will now use DFT results to define detrapping energies, we will also use DFT results to define diffusion and trapping energies. Table 2 presents a summary of the parameters used in the single-trap-type multi-detrapping-energy DFT-MRE model (‘grain boundary DFT-MRE model’) and which are different from the single-trap-type single-detrapping MRE model (‘single-detrapping-energy MRE model’, table 1). One can notice that the level-dependent detrapping energy initially decreases as the amount of bound deuterium increases until $l = 4$. Then $E_{\text{detrap}}^l$ tends to increase with further increase of the filling level $l$. This complete behaviour is implemented in the MHIMS-Reservoir code, even though in practice one may notice that a trap with filling level $l > 3$ should not (and will not) be populated significantly in the low-flux room-temperature conditions of our experimental setup.

3.4. Single-trap-type multi-detrapping-energy grain boundary DFT-MRE model: comparison with experiments

Convergence of the simulation was realized by minimizing the difference between experimental results from figure 5(b) and the modelled retention as a function of deuterium implantation fluence. This way the only free parameter, $n_\alpha$, was determined.

First, it is clear that the obtained density of the uniformly distributed defect site is lower for the grain boundary DFT-MRE model than for the single-detrapping-energy MRE model. This result is consistent with the fact that each $\Sigma 3(111)$ grain boundary defect site can accommodate more than one deuterium atom. Furthermore, detrapping energies below 1.0 eV (i.e. for filling levels $l > 3$) will lead to a rapid release of deuterium atoms at room temperature which is not observable on the time scale typical of our experiments. Therefore, deuterium atoms will accumulate on a defect site up to the filling level $l = 3$ and the density of defect site $n_\alpha$ should be three times smaller for the grain boundary DFT-MRE model than for the single-detrapping-energy MRE model of section 3.2, as shown in table 2 compared to table 1.

With this new simple DFT-MRE model, one can reproduce qualitatively the storage time dependency of deuterium retention (figure 5(a)). The model exhibits the correct exponential decay of retention, with a modelled time constant of ~10 h, close to the $19 \pm 5$ h determined experimentally. However, the extent of reduction of the retention is underestimated in the model, ~11% instead of ~55% in the experiment. This discrepancy can be understood by considering the kinetics behind detrapping which will cause filling levels $l = 1, 2$, with detrapping energies of 1.30 eV and 1.50 eV, to not release deuterium atoms at room temperature on the experimental time scale. Thus in this model, the maximum retention loss observed after the end of the implantation stage should be 33% (1/3), originating from the thermal release of $l = 3$. Here, we obtained 11% because the observation window started 2 h after the end of the implantation and because part of the deuterium released from $l = 3$ diffused towards the bulk.

The grain boundary DFT-MRE model gives its most noticeable improvement when comparing its results with TPD measurements (figures 5(c) and (d)). The first benefit of the grain boundary DFT-MRE model is its ability to obtain broad desorption peaks as well as correct peak positions for the ‘TDPE peak envelope’. Note that the three-peak structure of the TPD peak envelope is a direct translation of the ~0.2 eV separation between the three filling levels $l = 1, 2, 3$ (table 2). We shall see in section 3.5 that this structure is a result of our simple DFT-MRE model.

Figure 5(c) shows that the DFT-MRE modelled TPD peak envelope width (~150–200 K) is closer to the experimental TPD width of ~150 K than the previous MRE model.

| Table 2. Initialization of parameters for the single-trap–multi-detrapping-energy ‘grain boundary DFT-MRE model’. Only parameters different from table 1 are shown. $\rho_w = 6.3 \times 10^{28}$ m$^{-3}$. |
|------------------|-------------------|------------------|
| **DFT-MRE parameters** | **Values** | **References** |
| $E_{\text{diff}} = E_{\text{detrap}}$ | 0.20 eV | DFT [19] |
| Grain boundary $E_{\text{detrap}}^l$ | $l = 1$: 1.50 eV; $l = 2$: 1.30 eV; $l = 3$: 1.10 eV; $l = 4$: 0.52 eV; $l = 5$: 0.62 eV; $l = 6$: 0.90 eV; $l = 7$: 0.86 eV | DFT [21] |
| Grain boundary $n_\alpha$ | $0.4 \times 10^{-3}$ | Free parameter |
Furthermore, it is still rendering correctly the TPD peak envelope shifts of \(~30\) K to higher temperatures with increasing storage time from \(2\) h to \(135\) h. Analysis of the DFT-MRE model explains that the observed TPD peak shift is due to the release of deuterium from the grain boundary defect site with filling levels \(l = 3\), which ends up being filled at \(l = 2\) after a storage time of several tens of hours.

The best improvement of the DFT-MRE model can be appreciated in figure 5(d) where it is modelled that the TPD peak envelope shifts to a lower temperature by \(~50\) K when the fluence increases, consistent with the experimental observation. This is in stark contrast with the result of the previous single-trap–single-energy MRE model which erroneously found the opposite behaviour. The DFT-MRE model analysis shows that at the lowest experimental fluence \(\sim 10^{17} D^+ \cdot m^{-2}\), grain boundary defect sites are populated with only one deuterium atom \((l = 1)\) and a deuterium fluence of \(\sim 10^{19} D^+ \cdot m^{-2}\) is needed to obtain sufficient filling of defect sites up to \(l = 3\). The apparent smearing of the three-peak structure at a fluence \(\sim 10^{18} D^+ \cdot m^{-2}\) (i.e. at implantation durations longer than \(3\) h) seems to be related to the effect of bulk diffusion which should shift TPD peak positions to higher temperatures and broaden the TPD spectra, leading to an overlapping of the different desorption peaks related to the different filling levels.

### 3.5. Future developments: description of grain boundaries in a DFT-MRE model

We now turn to future developments we believe to be important to reach the goal of a quantitatively accurate tokamak wall MRE model. It was shown in section 3.4 that only the implementation of a simple one-trap–multi-detrapping-energy DFT-MRE model was able to reproduce (at least) qualitatively all the parameter space explored in thermo-desorption experiments. This supports the necessity of implementing sound microscopic physics in any macroscopic wall MRE model. As discussed in the previous section, the simulated TPD peak envelope presented a three-peak structure that we linked to the \(0.2\) eV spacing between filling levels of the \(\Sigma 3(1\ 1\ 1)\) grain boundary model. Of course, this latter model configuration does not represent the variety of defect site configurations of grain boundaries but only a specific type of grain boundary. Other configurations will probably give slightly different detrapping energies. Thus, if one could implement a large number of relevant grain boundary defect site configurations, one should get a TPD peak envelope which is smoother than the ones obtained in figure 5 and that should resemble better the experimental TPD measurements.

In order to support this argument, we implemented a two-grain boundary-defect-site—multi-detrapping-energy DFT-MRE model based on recent DFT calculations. The first grain boundary defect site used the DFT results for the \(\Sigma 3(1\ 1\ 1)\) configuration of Xiao and Geng [21], while the second grain boundary defect site used the DFT results of Zhou et al obtained on a \(\Sigma 5(3\ 1\ 0)/(0\ 0\ 1)\) tilt configuration [22]. For the latter defect site, the maximum filling level found for the most stable hydrogen isotope configuration \((I_2)\) was \(l = 2\) and we assumed that the potential energy profile presented in figure 10 of [22] for \(l = 1\) \((E_{\text{detrap}}^{\Sigma 5(3\ 1\ 0)/(0\ 0\ 1)} = 1.15\) eV\) remains similar for \(l = 2\) except for the reduction of \(0.13\) eV in binding energy indicated in table 1 of [22]. The relative weight of each defect site was set equal.

Figure 6 presents a comparison between the single-grain-boundary-defect site (1 GB) and the two-grain-boundary-defect site (2 GB) DFT-MRE model.
site (2 GB) DFT-MRE models. The smoothing effect of the 2 GB DFT-MRE model, relative to the 1 GB DFT-MRE model, is evidenced in figure 6(a) where the three-peak structure of the TPD envelope becomes less marked. Additionally, we observed a quantitative improvement of the storage time dependency of the deuterium retention for the 2 GB DFT-MRE model as compared to the 1 GB DFT-MRE model (not shown). While the extent of reduction of the retention was ~11% in the 1 GB DFT-MRE model, instead of ~55% in the experiment (figure 5(a)), it reaches ~25% in the 2 GB DFT-MRE model. Indeed, the addition of the second grain boundary defect site in the model results in two additional filling levels with detrapping energies in the 1.0–1.1 eV range which are responsible for the isothermal desorption at room temperature (see sections 3.2, 3.4 and [11]). Thus, we propose that a more systematic study of multi-hydrogen isotope trapping on grain boundary defect sites should be performed in order to accurately describe the role of grain boundaries of polycrystalline tungsten materials. Indeed, it is sometimes argued that grain boundaries may act as ‘short-circuit’ for hydrogen isotope diffusion in polycrystalline tungsten [27].

3.6. Future developments: accounting for surface contamination with oxygen in DFT-MRE models

Finally, we will present results which should help define new research directions. In figure 6(b) we display the deuterium bulk profile in our recrystallized polycrystalline tungsten sample obtained 30h after an implantation with a fluence of $1 \times 10^{21}$ D$^+$·m$^{-2}$. It was found that deuterium is able to diffuse in the bulk up to a 800 nm depth. However, both the single-trap-type MRE model and the grain boundary DFT-MRE models underestimated the diffusion length, since deuterium in simulations cannot go further than ~250 nm, as well as overestimated the concentration of deuterium in this diffusion length by a factor of 3–4, which is greater than the measured concentration taking into account uncertainties. The reason for this discrepancy is the total defect density $n_t$.
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**Figure 6.** (a) The TPD smoothing effect of the two-grain-boundary site (2 GB) DFT-MRE model as compared to the single-grain-boundary site (1 GB) DFT-MRE model is illustrated for two-deuterium fluence. (b) Comparison between experimental NRA profile and different MRE and DFT-MRE models: the single-trap MRE simulation and three DFT-MRE simulations: the 1 GB model, the 2 GB model and a grain boundary +5 nm defective oxide layer model (2 GB + 5 nm oxide). Experimental data in (a) are adapted from [11]. DFT data from [21, 22, 30] are used for the DFT-MRE models.

![Figure 7](image.png)

**Figure 7.** Auger electron spectra of a recrystallized tungsten (W) sample as introduced in the UHV chamber (blue line) and after the UHV annealing procedure (red dotted line). It is observed that the native oxygen (O) is only slightly diminished.

| Initialization of parameters for the grain-boundary–defective-oxide-layer DFT-MRE model. Grain boundary DFT parameters are presented in table 2. $\rho_W = 6.3 \times 10^{28}$ m$^{-3}$. |
|---|---|---|
| DFT-MRE parameters | Values | References |
| Defective oxide layer $E_i^{\text{detrap}}$ | $l = 1$: 1.40 eV; $l = 2$: 1.12 eV; $l = 3$: 1.10 eV; $l = 4$: 1.09 eV; $l = 5$: 0.60 eV; $l = 6$: 0.41 eV | DFT [30] |
| Defective oxide layer $n_t^{\text{oxide}}$ | Max: $1.35 \times 10^{-3}$ $\rho_W$ | Free parameter |
| Grains boundary total density $n_t^{\text{2GB}}$ | $8.5 \times 10^{-4}$ $\rho_W$ | Free parameter |

However, our simulation results show that, at least in certain configurations, grain boundaries can act as ‘deep traps’ that should be responsible for the long-term retention observed in the experiments simulated here (see figure 5(c)). Thus a more systematic study of the effect of grain boundary types on the retention of hydrogen isotopes in tungsten should be performed, e.g. as has been realized for other metals [28].
in the simulation, which is an order of magnitude too high. However, if one reduces the defect density in the model to match the measured deuterium diffusion length, one obtains absolute retention values which are too small as compared to the retention measured by NRA and TPD.

In order to resolve this discrepancy, i.e. in order to get a lower defect density in the bulk, an inhomogeneous distribution of defects appears to be required. However, the SEM and FIB-SEM images of our samples prior to implantation (figure 1) showed that the density of grain boundaries at the surface and throughout the bulk is consistent with a homogeneous grain boundary defect density. Therefore, we are left with the proposition that a very thin layer of ‘damaged tungsten’ exists for our recrystallized tungsten samples in the near surface region, thinner than the FIB-SEM resolution (which is impacted by the protective layer necessary for the lamella preparation), i.e. not thicker than about 10 nm. Confirmation of this hypothesis comes from Auger electron spectroscopy, which we present in figure 7.

The Auger spectra present both regions characteristic of tungsten and oxygen signatures. After the annealing procedure described in section 2.1, the tungsten signature becomes better resolved and more intense, showing that the contamination from air exposure has been removed. However, the oxygen signature only slightly decreased, demonstrating that our degassing procedure, which is very common in the literature, always leaves some of the native oxide layer on the surface. This result is consistent with the desorption temperature of oxygen from tungsten, which is known to be above 2000 K [29].

It has been shown that WO3 tungsten oxide layers with a thickness of several hundred nanometres act as a desorption barrier for implanted deuterium [5]. Even though the remaining native oxide observed in the present experiments is much thinner and should have a different stoichiometry than the aforementioned WO3, we propose that the remainder of the native oxide surface layer acts as a thin and dense defective layer which will affect deuterium retention. In order to estimate the effect of such a defective oxide layer, we set up a DFT-MRE model which includes the description of the polycrystalline nature of our samples (in a similar fashion to section 3.5) as well as the presence of a thin defective oxide layer in the near-surface region. For the latter type of defective oxide, we used DFT results from Kong et al which showed that up to eight hydrogen isotopes can bind on an oxygen–vacancy complex (V–O) in tungsten [30]. We considered an exponentially decaying defective oxide layer, with ~37% of the maximum concentration at 5 nm from the surface, while the grain boundary defect site concentration remains constant. Table 3 presents a summary of the natively oxidized polycrystalline tungsten sample DFT-MRE model. Free parameters were the density of V–O defects in the oxide layer \(n_{\text{oxide}}\), and the grain boundary defect site density \(n_{\text{2GB}}\). Note that in order to reduce the computational cost, we included the description of V–O defects only up to \(l = 6\), which should be sufficient in our experimental conditions since for \(l > 6\), \(E_{\text{detrap}} < 0.40\) eV (\(E_{\text{diff}}\) from [19] has been added to the binding energy from [30]).

The results of this grain-boundary–defective-oxide-layer DFT-MRE model are presented in figures 6(b) and 8 and are encouraging since all thermo-desorption results and the NRA measurements are at least qualitatively reproduced. For example, figure 8(a) shows that the dynamic retention with storage time observed experimentally is now reproduced quantitatively.

Figure 8. Comparison between experimental data (symbols) and DFT-MRE results (lines) from a grain boundary +5 nm defective oxide layer model. Experimental data in (a), (b) and (d) are adapted from [11]. DFT data from [21, 22, 30] are used for the DFT-MRE model.
Furthermore, the TPD peak envelope is better reproduced (figure 8(d)) since the TPD width rendered by the DFT-MRE 2 GB + oxide model agrees better with the experimental TPD experiments than e.g. the 1 GB DFT-MRE model (figure 5(d)). Additionally, the evolution of the deuterium retention with ion fluence is now quantitatively reproduced, even at high fluence (figure 8(b)). We note that in this latter graph a kink in the rate of increase of retention is observed at a fluence of a few $10^{19} \, \text{D}^+ \cdot \text{m}^{-2}$. We interpret this behaviour as a manifestation of the concentration of mobile particles reaching its steady state. Indeed, the migration limited regime of the retention dependency with fluence starts only once this steady-state value is reached, which depends on the deuterium impinging flux and sample temperature. In our experimental conditions it should occur in the fluence range of $10^{19} \, \text{D}^+ \cdot \text{m}^{-2}$. Finally, the most significant improvement is the quantitative agreement with the NRA deuterium depth profile (figure 6(b)). Both the diffusion length and the absolute concentration of deuterium up to a few microns in the simulation match the NRA measurement, within the experimental uncertainty.

Of course, the defective oxide layer description we implemented in this last DFT-MRE model might be crude. Nevertheless, we used the sole DFT results available in the literature, to our knowledge, and the obtained positive results should be seen as an encouraging preliminary result. Therefore, we consider that ample research time should be devoted to the study of tungsten oxide and its effect on the retention of deuterium in polycrystalline tungsten.

4. Summary and perspectives

We presented a joint experiment-simulation study of deuterium retention in recrystallized polycrystalline tungsten aimed at guiding the development of an MRE model for PFCs used in all metal tokamaks. The presented implantation and thermo-desorption experiments probed a large parameter space on a single sample and always exhibited a single desorption peak. The latter observation allowed the development of an MRE model in a systematic manner.

Starting with the simplest model possible, a single trap type with a single detrapping energy, we found that it is possible to reproduce at least qualitatively only three of the four experimental thermo-desorption results. The failure of the simplest MRE model to reproduce the TPD peak shift to lower temperature with increasing fluence was analysed and we argued that it is possible to keep the simplicity of a single-trap-type model to rationalize all experimental observations. Indeed, a physical interpretation was found from the DFT literature: defects in tungsten can accommodate more than one hydrogen isotope per defect site, and the detrapping energy is dependent on the number of hydrogen isotopes bound to the defect site.

Because the experimental dataset has been obtained from polycrystalline tungsten, we described the setup of a single-trap-type DFT-MRE model based on a single-grain-boundary defect site with multi-detrapping energy defined by DFT. The results of this simple DFT-MRE model show an improvement in simulating the experiment dataset since all four experimental thermo-desorption results are at least qualitatively reproduced. The DFT-MRE model exhibits structures in the simulated TPD measurements that do not exist in the experiments. We argued that this is a result of the single site approximation of the grain boundary DFT-MRE model and demonstrated that the inclusion of a more complete description of the grain boundary sites should smear out the structure of the simulated TPD.

Next, we compared the DFT-MRE model with NRA deuterium profile measurements and found a discrepancy of the grain boundary DFT-MRE model in terms of the deuterium diffusion length and concentration. Based on FIB-SEM observations and Auger electron spectroscopy, we rationalize the difference between the grain boundary DFT-MRE model and the NRA measurements by the existence of a remaining few nanometres of the native tungsten oxide surface layer. Finally, we implemented a grain-boundary–defective-oxide-layer DFT-MRE model which was successful in simulating the whole thermo-desorption and NRA experimental dataset. Our experimental results demonstrated that the usual annealing procedures used in the literature should leave the remainder of the native tungsten oxide layer, and that accounting for it in modelling can improve simulation results. This finding strongly suggests that oxide layers should be taken into account in building an accurate tokamak wall model. We will focus our future studies on this oxide problem. In summary, the interplay between well-controlled experiments and the systematic test and development of an MRE model supported by multi-scale modelling down to an atomic scale description such as the one obtained by DFT, is the foundation of our integrated approach and has already provided some interesting new results.
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