Arrays of nanoapertures have been demonstrated to realize efficient, robust, and reproducible substrates for surface-enhanced Raman scattering SERS spectroscopy. However, little attention has been devoted to single nanoapertures, although a thorough understanding of the SERS phenomenon in a single aperture is essential for the rationale optimization of nanoaperture arrays SERS. In this study, single nanoapertures milled in optically thick gold films are quantitatively evaluated for the first time to determine the SERS enhancement factors using para-mercaptoaniline as nonresonant analyte. We determine a peak enhancement factor of $2 \times 10^5$ for a single 100 nm diameter aperture. Although this is a moderate enhancement factor, we believe that nanoapertures deserve special attention to highlight the physical and chemical phenomena leading to SERS enhancement and better understand the design of nanoaperture arrays for SERS substrates. The experimental data are supported by numerical simulations and argue for a careful consideration of aperture diameter, incident polarization, analyte deposition method, and nature of the gold adhesion layer while designing aperture-based SERS substrates and evaluating SERS enhancement factors.

Introduction

Metallic nanostructures have attracted much interest over the last years to realize efficient and reproducible media for surface-enhanced Raman scattering (SERS) spectroscopy. The major aim is to develop SERS substrates combining high sensitivity with control and localization of the regions leading to high SERS enhancement. A wide range of geometries are currently investigated, from nanoparticle arrays, core–shell nanospheres, nanoaperture arrays, bowtie antennas, nanogaps, and nanorings. Among these different structures, nanoapertures milled in noble metal films realize promising substrates thanks to their rational and tunable design, controlled surface enhancement, surfactant-free fabrication, and intrinsic robustness. Over the last four years, a large number of studies have considered the implementation of nanoapertures arrays as SERS substrates, highlighting the physical and chemical phenomena leading to SERS enhancement.

Two previous studies consider isolated nanostructures for SERS that partly involve single apertures: the first focuses on combined aperture–nanoparticle pairs and the second on double-hole structures. In both cases, SERS enhancement factors up to $10^8$ were reported. Although a single circular nanoaperture is not expected to yield such high factors, we still believe that it deserves special attention to highlight the phenomena leading to SERS enhancement and better understand the design of nanoaperture arrays for SERS substrates.

Here, we provide the first quantitative discussion on the SERS enhancement factors on single nanoapertures milled in optically thick gold films, and compare our results to numerical simulations. We use para-mercaptoaniline (pMA, also known as 4-aminothiophenol) as a Raman-active probe molecule because of its strong nonresonant Raman cross-section and because the thiol moiety is intended to form a self-assembled monolayer (SAM) upon binding to gold. The results discussed hereafter argue for a careful consideration of aperture diameter, incident polarization, molecular analyte deposition method, and nature of the gold adhesion layer while designing aperture-based SERS substrates and evaluating SERS enhancement factors.

Experimental Methods

Nanoapertures are milled by focused ion beam (FEI Strata DB235) on 200 nm thick gold films deposited using reactive DC magnetron sputtering on a cleaned 150 μm thick glass coverslip. Figure 1 displays a typical SEM view of the nanoaperture sample. For the data presented in this study, adhesion between the gold film and the glass substrate is ensured by a layer of 10 nm titanium dioxide TiO$_2$. Thickness control is maintained by a cluster of piezoelectric monitors, following a calibration of the deposition process using quartz crystal monitors and test samples.

To incubate the samples with pMA molecules and form SAM, we followed the procedure published by several groups. pMA (4-Aminothiophenol, 97%, Aldrich) is used as received, diluted to 4 mM in HPLC grade ethanol (Sigma-Aldrich) and incubated for 12 h at room temperature on a freshly cleaned nanoaperture sample. Incubated samples are then rinsed with clean ethanol and dried with pure nitrogen. The chamber holding the sample is finally covered with argon to avoid pMA oxidation.

The home-built confocal Raman microspectrometer used in this study is based on an inverted microscope with 40x 1.3NA oil immersion objective (Zeiss Apochromat). The excitation source is provided by a continuous wave HeNe laser operating at 632.8 nm. For all of the experiments presented here, the laser power is set to 1 mW at the microscope entrance to avoid damaging the sample, and the laser polarization is controlled by a polarizer followed by half- and quarter-waveplates. The
Raman scattered light is collected by the same microscope objective and is further separated from the excitation laser and elastically scattered light by a set formed by a dichroic mirror (Omega Filters 650DRLP), long-pass filter (Omega Filters 640AELP), and holographic notch filter (Kaiser Optical HNF-632.8–1.0). Overall, the attenuation of the laser line corresponds to an optical density greater than 9. A 50 µm pinhole conjugated to the microscope objective focal plane rejects the out-of-focus light, and defines a confocal volume calibrated to 0.75 fL. The Raman signal is then directed toward a Jobin-Yvon 270 M spectrometer (grating 600 grooves per mm) coupled with a liquid-nitrogen-cooled CCD camera (SpectrumOne, Jobin-Yvon). The spectrometer entrance slit is conjugated to the confocal pinhole with a 1:1 magnification. This configuration allows for all of the light passing through the confocal pinhole to enter the spectrometer with the optimum spectrometer resolution of 0.3 nm (or 7 cm$^{-1}$ in our case). For each measurement, the integration time is set to 30 s.

Three-dimensional numerical modeling on nanoapertures is based on the finite-difference time-domain FDTD method using Rsoft Fullwave version 6.0. The model considers a computational space of $0.4 \times 0.4 \times 0.4 \mu m^3$, perfect matched layers boundary conditions on all faces, 2 nm cell size, and a total computational time of 20 periods of light. Excitation at 632.8 nm is launched incoming from the bottom with a flat phase. Gold dielectric properties are incorporated as measured by spectroscopic ellipsometry. Depending on the model being used (see Figure 4), the refractive index of the medium inside the nanoaperture is set to $n_{in} = 1.0$ (“SAM” model) or $n_{in} = 1.5$ (“bulk” model). Adequation to independent simulations based on finite elements ensure relevance of the results.

**Results and Discussion**

Representative SERS spectra of pMA on single nanoapertures of decreasing diameters are shown in Figure 2. The two main Raman bands of pMA at 1090 and 1600 cm$^{-1}$ are clearly seen above the background. Following previous pMA mode assignments, the modes at 1090 and 1600 cm$^{-1}$ are assigned to $a_{1}$ symmetry. These modes have been demonstrated to be less...
influenced by charge transfer effects than modes at 1140, 1190, and 1450 cm\(^{-1}\) assigned to \(b_2\) symmetry.\(^{5,25}\) Hereafter, we thus use the Raman band at 1090 cm\(^{-1}\) to quantify the SERS enhancement factor. Each Raman spectrum is analyzed by subtracting the baseline from the peak intensity and dividing by the experiment acquisition time and average excitation power. We confirmed experimentally that the measured SERS intensity grows linearly with excitation power and data acquisition time. We point out that a variability in SERS intensity of less than 12% was measured from aperture to aperture, and results mostly from minor nanofabrication deficiencies.

A general expression to estimate the SERS enhancement factor EF amounts to compare the number of Raman scattered photons per second and per molecule\(^{26,27}\)

\[
EF = \frac{I_{sers}/N_{sers}}{I_{ref}/N_{ref}}
\]  

(1)

where \(I_{sers}\) and \(I_{ref}\) are the normalized Raman intensities (integrated intensity over the whole Raman peak at 1090 cm\(^{-1}\) divided by the experiment integration time and the laser power) for the same Raman band on the SERS and reference experiments, that are unambiguously measured from the spectra as displayed in Figure 2. \(N_{sers}\) and \(N_{ref}\) are the number of molecules contributing to the detected signal in each case. \(N_{ref}\) is deduced from the concentration of the reference solution and the calibration of the confocal analysis volume. In our case, the reference solution concentration is 1.5 M and the confocal volume is 0.75 fL, which yields \(N_{ref} \approx 6.8 \times 10^8\) molecules. Actually, the major difficulty in measuring EF amounts to estimate \(N_{sers}\). Even for structures as conceptually simple as single circular apertures, various methods to compute \(N_{sers}\) can be considered, resulting in large differences in the estimated SERS enhancement factor. Apart from the specific case of single-molecule SERS, an essential difficulty in expressing a SERS enhancement factor over a given nanostructure is set by the highly heterogeneous electromagnetic intensity distribution, that induces large variations in the local SERS gain. The following discussion is closely linked to the in-depth study of SERS enhancement factors presented in.\(^{27}\)

Estimating the SERS enhancement factor in a nanoperture requires supplementary knowledge of the electromagnetic field distribution inside the nanoperture to determine how many molecules contribute to the SERS signal. To this end, we have conducted several numerical simulations based on FDTD method as described in the Experimental Section. Figure 3 presents the electric field intensity \(|\mathbf{E}|^2\) distribution in the case of a 100 nm diameter aperture with excitation at 632.8 nm linearly polarized along x axis. As already observed in previous simulations,\(^{13,19,28}\) the highest electric field is found to occur at the aperture edge, with two lobes oriented parallel to the excitation polarization corresponding to local charges accumulations. The maximum intensity enhancement obtained is around \(|E_{max}|^2/|E|_0^2 \sim 220\). The intensity is found to decay quasiexponentially from the aperture rim with a characteristic attenuation distance of \(d \sim 4\) nm, which appears similar to values already reported.\(^{13,20}\) As we will discuss below, to experimentally determine the peak SERS enhancement, we restrict the electromagnetic intensity distribution inside the nanoperture to the high intensity region close to the aperture rim. We use the following model for the field intensity distribution inside the aperture (in cylindrical coordinates):

\[
I_{sers}(r, \theta, z) = |E_{max}|^2 e^{-(R-r)/d} \cos^2 \theta e^{-z/d}
\]  

(2)

where \(R\) denotes the aperture radius, and \(d\) the decay length from the aperture rim. This expression states that the intensity is exponentially decaying from the aperture rim (we numerically found \(d \sim 4\) nm in both radial and vertical directions, so for the cases studied here \(R \gg d\)). The \(\cos^2 \theta\) term originates from the linear polarization of the excitation field (this term is absent for a circular polarization). These spatial features can be seen on the simulations in Figure 3.

We first attempt to estimate experimentally the peak SERS enhancement factor close to the aperture rim, and compare it to the maximum enhancement factor deduced from the numerical simulations. To this end, we need to evaluate an effective number of molecules \(N_{sers}\) that corresponds to the number of molecules contributing to the signal if all of them were residing at the position of maximum enhancement. As the Raman intensity is approximately proportional to the square of the local excitation intensity, the expression of \(N_{sers}\) involves the square factor of the intensity distribution inside the aperture, as given by eq 2. To fully estimate \(N_{sers}\), it is also necessary to consider the way the pMA molecules fill the structure. First, we assume that only the gold-air surface is covered by a single monolayer of pMA (“SAM” or surface model). This is what our preparation procedure is intended to realize. For this model, \(N_{sers}\) is expressed...
from the square of the field intensity distribution inside the aperture (eq 2):

\[ N_{sers,SAM} = \frac{1}{\rho_s} \int_0^{2\pi} \int_0^H \left[ \cos^2 \theta e^{-\kappa H} \right] d\theta \, dz \]

\[ = \frac{\pi \rho_s R d}{2} \]

(3)

where \( \rho_s \) is the pMA surface density per molecule and \( H \) is the aperture height. \( \rho_s \) is taken from the literature to 0.19 nm²/molecule. Second, another approach considers that the bottom volume of the nanoaperture is filled by dense dense pMA molecules, at least over a region larger than the attenuation distance \( d \) (this is referred to as “bulk” or volume model). For this model, \( N_{sers} \) is expressed as

\[ N_{sers,bulk} = \frac{1}{\rho_v} \int_0^R \int_0^{2\pi} \int_0^H \left[ e^{-\kappa (R-r) \cos \theta} \theta e^{-\kappa H} \right] r \, dr \, d\theta \, dz \]

\[ = \frac{\pi \rho_v R^2 d}{4} \]

(4)

where \( \rho_v \) is the pMA volume density per molecule. \( \rho_v = 0.2 \) nm²/molecule is deduced from the pMA density (1.06 g/cm³) and molecular mass (125 g/mol). These two models for \( N_{sers} \) result in estimates that differ by about a factor of 2, inducing a difference in the estimated enhancement factor by the same amount. Typically, for a 100 nm diameter aperture, the effective numbers of SERS-active molecules are estimated to \( N_{sers,SAM} \approx 1600 \) and \( N_{sers,bulk} \approx 3100 \) molecules. This difference may seem negligible regarding the high enhancement factors typically involved in SERS experiments, yet we will show hereafter that the two models involve a noticeable difference when comparing with the numerical simulations.

Figure 4 presents the experimental peak SERS enhancement factor as function of nanoaperture diameter for linear laser polarization and for the two “SAM” and “bulk” models. Since the “SAM” model considers a smaller number of contributing molecules \( N_{sers} \) the enhancement factor is thus larger, and peaks at about \( 3.5 \times 10^5 \) for a 100 nm aperture. This value can be considered as a maximum estimate for the experimental SERS enhancement factor on a 100 nm gold aperture. The experimental data in Figure 4, panels a and b, also demonstrate a growing dependence of EF_peak as the aperture diameter is reduced from 300 to 100 nm. This arguments for a careful consideration of the diameter while designing aperture-based SERS substrates. We stress that our approach considers that only the molecules located near the maximum points of electromagnetic field (aperture rim) contribute to the SERS signal. The aforementioned effective number of molecules \( N_{sers} \) correspond to the number of molecules contributing to the signal if all of them were residing at the position of maximum enhancement. This results from the peculiar shape of the field intensity distribution inside the aperture, as seen in Figure 3. These estimates for \( N_{sers} \) are thus only intended to be used to estimate the peak SERS enhancement factor.27

To compare the experimental results with the numerical simulations, Figure 4 also displays the peak enhancement factors derived from FDTD calculations for the two “SAM” and “bulk” models. The numerical estimates of EF_peak are obtained from \((I_{sers}/I_0)^2 \) times a supplementary factor \( \eta_c \) to take to 2 for the range of aperture diameters investigated here. This factor \( \eta_c \) accounts for the gain in the collection efficiency brought by the nanoaperture which redirects more energy toward the detectors. The gain in collection efficiency is taken to agree with our previous studies on fluorescence in nanoapertures.29,30

It is interesting to note that the numerical simulations predict an optimum diameter leading to the maximum field enhancement at the aperture edge. Similar to the case of fluorescence enhancement by nanoapertures,29 the optimum aperture diameter depends on the excitation wavelength, the metal used, and the refractive index of the medium inside the aperture. We find that the optimum case (as indicated by the numerical simulations) corresponds to the diameter where the group velocity of the guided mode inside the aperture is close to zero, in close fashion to the results previously obtained for nanoaperture-enhanced fluorescence.29 In the case of the “SAM” model, the refractive index of the medium inside the aperture is taken to \( n_m = 1.0 \), and consequently, the optimum diameter is predicted at 160 nm. In the case of the “bulk” model, we set \( n_m = 1.5 \), which gives
an optimum diameter at 110 nm. The two models thus differ noticeably for aperture diameters below 160 nm, as can be seen in Figure 4.

Comparing the numerical predictions with the experimental data, the “bulk” model displays a satisfactory correspondence with the experimental results (Figure 4b), whereas in the case of the “SAM” surface model (Figure 4a), there is a significant difference for the curve trend at aperture diameters below 160 nm. At least two explanations can be introduced to clarify this effect. First, the difference between the experimental and simulated EF could result from the contribution of a supplementary chemical enhancement factor, which is assumed to originate mostly from charge transfers to the metal, with values typically estimated around 10–10^2. Second, one may question the realization of SAMs down to the bottom of the nanoapertures. Although we carefully applied the procedure described in refs 6, 8, and 9 and reproduced the results several times, the peculiar physical distribution of a nanoaperture with a height larger than its width may hinder the rinsing operation to remove the unbound molecules during the SAM-formation procedure. That would result in the lower volume within the nanoapertures being filled with unbound pMA molecules, while the top metal surface is being rinsed. Nanofluidic fluxes inside such nanodevices is still an open problem. We tend to preferentially select the “bulk” volume model because it matches the position of the aperture diameter where the SERS gain is expected to be maximum and displays a behavior consistent with our previous observations of nanoaperture-enhanced fluorescence.

To further confirm this “bulk” model, we have performed SERS experiments while the apertures are immersed in highly concentrated 100 M pMA solutions in ethanol, in order to mimic the situation in which the whole aperture is filled with molecules. The results show qualitatively the same behavior as the data in Figure 4b, with a growing enhancement factor up to 10^7 as the aperture diameter is reduced from 300 to 100 nm (data not shown). We never observed a dip for aperture diameters below 140 nm, as awaited from the “SAM” model. This discussion suggests that the formation of SAMs into complex structures such as nanoapertures is not trivial, and that care has to be taken to consistently check the presence of molecular SAMs.

Lastly, we would like to point out that if the laser polarization is switched to circular instead of linear, the total detected Raman intensity \( I_{\text{sers}} \) remains unchanged. However, the cos^3 \( \theta \) terms in eqs 3 and 4 disappear, and the estimated numbers of molecules are \( N_{\text{sers,SAM,circ}} = \pi Rd^2 \rho_s \) and \( N_{\text{sers,bulk,circ}} = \pi Rd^2/2 \rho_v \). These numbers are larger by approximately a factor of 2 as compared to the ones for linear polarization, meaning that a radially uniform illumination of the structure results in a larger number of scattering molecules. As a consequence, the peak enhancement factor for a circular laser polarization is half the enhancement factor for a linear polarization, given the same average laser excitation power. In the case of a linear laser polarization, all the driving power is focused into a region of minimum spatial extension, providing the maximum peak intensity \( I_{\text{max}} \). For a circular polarization, the driving power is distributed over all the structure. The number of scattering molecules \( N_{\text{sers}} \) is twice larger, yet the peak intensity \( I_{\text{max}} \) is two times smaller. The resulting detected total Raman intensity \( I_{\text{sers}} \) is the same as for linear polarization, but the peak enhancement factor is two times smaller. This further highlights the need for an accurate description of the model used to estimate \( N_{\text{sers}} \) and EF.

In the discussion above, we focus on the peak SERS enhancement factor for the molecules located close to the aperture rim. Another approach is to compute the average SERS enhancement factor over the whole aperture volume. As a conservative estimate, we consider that the aperture is filled with pMA molecules (“bulk” model discussed above). That way, the volume-averaged \( N_{\text{sers}} \) is expressed as

\[
N_{\text{sers,avg}} = \frac{1}{\rho_v} \pi R^2 h
\]

where \( h \) is the axial extension of the field intensity inside the aperture (typically \( h \) is computed to 60 nm for a 100 nm diameter aperture, up to 200 nm for a 200 nm diameter aperture).

As a first approximation, the nanoaperture can be viewed as a cylindrical waveguide. Therefore \( h \) corresponds to the characteristic attenuation length of the fundamental electromagnetic mode inside the nanoaperture waveguide. This quantity has not to be be confused with the decay length \( d \) from the aperture rim used earlier in the paper. Within this model the effects of laser polarization disappear, both linear and circular polarizations provide the same results. Figure 5 presents the volume-averaged enhancement factors deduced using this approach. As a consequence of the large number of molecules considered, the average enhancement factor is much lower than the peak EF and amounts to \( \sim 250 \) for an optimal diameter of 100 nm. These values can be compared (i) to the volume-averaged enhancement factors deduced from fluorescence characterization on gold nanoapertures and (ii) to the volume-averaged enhancement factor found for Raman scattering on nanoapertures milled in aluminum.

Single molecule fluorescence studies on nanoapertures have been used to determine the volume-averaged enhancement factors on the laser excitation intensity \( (IE/E_0)^2 \), separately from the emission process. A gain in local excitation intensity of about 3.5 is typically found for a single gold aperture.

The same procedure also provides an indication on the gain in collection efficiency of about 2 (the aperture acts as a nanoantenna, redirecting the emission toward the detectors). Altogether, these results can be used to infer an estimate of the volume-averaged SERS enhancement factor as \( 2 \times 3.5^2 \approx 25 \) deduced only from fluorescence-based experiments (this corresponds to the gain in collection efficiency times the gain in excitation intensity squared). It is apparent from Figure 5 that the volume-averaged Raman enhancement factor deduced from real SERS
Figure 6. Influence of the nature of the adhesion layer used to ensure firm contact between the gold film and the underlying glass substrate. The data presents the peak enhancement factors obtained for a single 120 nm diameter aperture with linear excitation polarization, using the same model as in Figure 4b. The error bars indicated here only reflect the standard deviations of the measured Raman intensities \( I_{\text{sers}} \) from sample to sample, contrarily to Figure 4 where the error bars also consider the influence of the uncertainties on \( R \) and \( d \) in the estimation of the SERS enhancement factor.

measurements is higher by about 1 order of magnitude than the estimate obtained from fluorescence studies. This clearly stresses the difference between these two contrasts, and highlights the crucial contribution of the aperture rim in the case of SERS. To explain that latter affirmation, it must be kept in mind that the volume-averaged enhancement factor deduced from fluorescence measurements is only sensitive to the main electromagnetic mode inside the aperture and not to the high electromagnetic fields at the aperture rim (due to strong fluorescence quenching at the aperture rim). The discrepancy between the volume-averaged enhancement factors found for Raman scattering and fluorescence indicates that the mode inside the aperture is not the main source for the Raman emission, and that the aperture rim largely dominates the contribution to the SERS signal.

Second, the volume-averaged EF found for Raman scattering on gold can also be compared to the values previously obtained for Raman scattering on aluminum (see the insert in Figure 5).\(^{32}\) Although a pure chlorobenzene solution was used instead of pMA in the case of aluminum apertures,\(^{32}\) the large difference between the average EF in Figure 5 indicates that noble metals sustaining plasmonic resonances in the visible are obviously required to obtain strong SERS enhancement.

Lastly, we experimentally demonstrate a strong influence of the nature of the adhesion layer between the gold film and the glass substrate on the SERS enhancement factor. Thanks to their controlled shape, nanoapertures form a reliable structure to investigate the effects of the adhesion layer. We focus here on 120 nm diameter apertures with different adhesion layers between the gold film and the glass coverslip: 5 and 10 nm of titanium and 10 nm of chromium oxide (Cr\(_2\)O\(_3\)) and titanium oxide (TiO\(_2\)). We decide to compute here the peak SERS enhancement factor using the same model as in Figure 4b. Although the same preparation procedures and experimental setup are used, Figure 6 shows that the material permittivity and the thickness of the adhesion layer have a dramatic impact on the SERS enhancement factor. A difference greater than 30% is observed between the two extreme cases of 10 nm titanium and titanium oxide. Any increase in the electromagnetic absorption due to the adhesion layer material’s properties or increased thickness lowers the SERS gains. We relate this effect to a damping of the energy coupling at the nanoaperture edge. Similar effects were numerically predicted in ref 33 and experimentally observed for nanoaperture-enhanced fluorescence.\(^{31}\) This study further extends these results to the case of SERS spectroscopy, where the adhesion layer is shown to have an even more crucial effect. Most experimental studies of controlled SERS substrates skip the issue of the adhesion layer choice and design. Our observation however claim for a careful consideration of the adhesion layer while designing high-sensitivity SERS substrates.

Conclusions

A single circular nanoaperture is obviously not intended to provide ultrahigh SERS enhancement factors above 10\(^9\) due to the lack of metal regions with high curvatures leading to strong charges accumulations, nevertheless it deserves special attention to highlight the phenomena leading to SERS enhancement and better understand the design of nanoaperture arrays for SERS substrates. In this contribution, we provide for the first time a quantitative evaluation of the SERS enhancement factors on single nanoapertures milled in optically thick gold films, and compare our results to numerical simulations. For a single 100 nm diameter aperture, we determine a peak SERS enhancement factor of 2 \times 10\(^7\). Altogether, our results argument for a careful considerations of aperture diameter, incident polarization, molecular analyte deposition method, and nature of the gold adhesion layer while designing aperture-based SERS substrates and evaluating SERS enhancement factors.
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